Microeconometrics Using Stata






Microeconometrics Using Stata

A. COLIN CAMERON
Department of Economics
University of California
Davis, CA

PRAVIN K. TRIVEDI
Department of Economics
Indiana University
Bloomington, IN

ey
A &
R

A Stata Press Publication
StataCorp LP
College Station, Texas




. Copyright (©) 2009 by StataCorp LP
s N All rights reserved.
O

Published by Stata Press, 4905 Lakeway Drive, College Station, Texas 77845
Typeset in BTEX 2¢
Printed in the United States of America

10987654321

ISBN-10: 1-59718-048-3
ISBN-13: 978-1-59718-048-1

No part of this book may be reproduced, stored in a retrieval system, or transcribed, in any
form or by any means—electronic, mechanical, photocopy, recording, or otherwise—without
the prior written permission of StataCorp LP.

Stata is a registered trademark of StataCorp LP. PTEX 2¢ is a trademark of the American
Mathematical Society.



Contents

List 6f tables

XXXV

List of figures xxxvii
Preface XXXIX
1 Stata basics 1
1.1 Inferactive USE + v v i et e e e e e e e e . 1
1.2 Documentation . ... .. ... ... . . ... ... 2
121 Statamanuals . . .. ... .. ... ... .. .. ... .. 2

1.2.2  Additional Stataresources . . . . .. ... ... ... ..., 3

1.23 Thehelpcommand . . ... ... ............... 3

1.2.4  The search, findit, and hsearch commands . . ... ... .. 4

1.3 Command syntaxandoperators. . . . .. ... ... ......... 5
1.31 Basic command syntax . . . .. ... ... ..., 5

1.3.2  Example: The summarize command . ... ......... 6

1.3.3  Example: Theregresscommand . . . . .. ... ....... 7

1.34 Abbreviations, case se_nsitivity, and wildcards . . ... ... 9
1.3.5-” Arithmetic, relational, and logical operators . . ... .. .. 9

1.3.6  Errormessages . - . . . - oo oiee et e 10

1.4 Do-filesandlogfiles . .. ... ... .. ... ... . . ..., 10
14.1 Writingado-fle. .. ... ......... [ ... 10

1.42 Runningdo-files. . .. ...... ... . ... .. ..., 11

1.43 Logfiles . ... ... . .. ... e 12

1.4.4 A three-stepprocess . . ... . . ... .o, 13

1.4.5 Commentsandlonglines. . . ... ..., ........... 13

1.46  Different implementations of Stata . . .. ... ... . ... 14



1.5

1.6

1.7

1.8

19
1.10
1.11
1.12
1.13
Data
21
2.2

23

Contents

Scalars and matrices . . . . .. .. ... ..o oo, 15
151 Scalars . . . . ... 15
1.5.2 Matrices . . . . . . ... ... 15
Using results from Statacommands . . . . . ... ... ... ..... 16
1.6.1  Using results from the r-class command summarize . . . . . 16
1.6.2  Using results from the e-class command regress . . . . . . . 17
Global and local macros . . . . . . ... ... . ..o 19
1.7.1 Global macros . . . . . . . oo e 19
1.7.2  Localmacros . .. ... ... ... ... 20
1.7.3  Scalaror macro? . .. ... ... ... 21
Looping commands . . . . . ... .. ... ... . . 22
1.8.1 The foreach loop . .. ... ... ... . . ... ... 23
1.8.2 The forvaluesloop . . ... .. ... ... ... L. 23
1.8.3 The whileloop . ........... e 24 .
1.8.4  The continue command . . . . . ... .. ... ... ..... 24
Some useful commands . . . . . ... Lo oL 24
Templatedo-file. . . . . .. .. . L 25
User-written commands . . . . .. ... ... ... .. ..., .23
Stata resources . . . ... e e e e e 26
Exercises. . . . . . - . i i e e e 26
management and graphics’ 29
Introduction. . . . . . . . .. L 29
Typesofdata . . . . . .« . o it e e e 29
221 Textor ASCIIdata. . ..................... 30
2.2.2 Internmal numericdata. - . . ... ... .. oL 30
223 Stringdata ... .. .. ... . L L 31
2.2.4  Formats for displaying numericdata . .. .......... 31
Inputtingdata . .. .. .. ... ... . . o 32
231 Generalprinciples . . . . . . .. . e 32

2.3.2 Inputting data already in Stata format . ... ... ... .. 33



Contents

24

2.5

vii

9.33 Inputting data from the keyboard . . . . . . ... ... ... 34
2.34 Ihputting nontextdata . . .. ... . Lo, 34
2.3.5 Inputting text data from a spread§heet ............ 35
2.3.6 Inputting text datainfreeformat . . . .., . ... ... .. 36
2.3.7 Inputting text data in fixed format .. ... ... ... ... 36
'2.3.8 Dictionary files . .. ... ... .. ... ... 37
2.39 Commonpitfalls ........... [ 37
Data management . .. ... ........... e e e e e 38
24.1 PSIDexample. ... . ... . ... 38
24.2  Naming and labeling variables . . . . . . . . 41
243 Viewingdata . . ... .. .. ... ... L. 42
2.4.4  Using original documentation . .. ... ... ... .. ... 43
245 Missingvalues . . . .. .. ... 43
2.4.6 Imputing missingdata .. ... ... ............. 45
2.47  Transforming data (generate, replace, egen, recode) . . . . . 45
The generate and replace commands . .. .......... 46

The egen command . . . ... ... ... .. e e e 46

The recode command . . . . . .. . . v i i 47
Thebyprefix .. ... ... . .. . ..., 47
Indicator variables . . ... ... ... ..., ........ 47

Set of indicator variables . . . . .. .. ... ... ... ... 48
Interactions . . . . . . ... . ... 49
Demeaning . . . . . .. e e 50

248 Savingdata . ... ... o o 51
249  Selectingthesample . ... ... ... .......... .. 8l
Manipulating datasets . . . . .. o 53
2.5.1  Ordering observatioﬁs and variables . . . . . .. ... ... 53
2.5.2  Preserving and restoring a dataset- .............. 53

2.5.3 Wide and long forms fora dataset . ............. 54



viii

Contents

254 Mergingdatasets . . ... ... ..o .. 54

2.5.5 Appending datasets . . . . . ... ... oo 56

2.6  Graphical displayofdata . .. .. .. ... ... ... ..., 57
2.6.1 Statagraphcommands . . . . ... ... ..o, 57
Example graph commands . - . . .. .. ... 0oL, 57

Saving and exporting graphs. . . ... ... ... ... ... 58

Learning how to use graph commands . . ... ... . ... 59

2.6.2 Box-and-whisker plot . . . . . ... ... ... L. 60

26.3 Histogram . . ... ... ... ... . .. oL, 61

2.6.4 Kerneldensity plot . . . .. .. .. ... ... ... ... 62

2.6.5 Twoway scatterplots and fitted lines . ... .. .. ..... 64

2.6.6  Lowess, kernel, local linear, and nearest-neighbor regression 65

2.6.7  Multiple scatterplots . . . . . ... .. .. ... ... ... 67

2.7 Stataresources . . . . . v v ii v e e e 68
2.8 Exercises. . . . . . 0. e e e e e e e e e e 68
Linear regression basics 71
3.1 Introduction . . . . . . . . i e e e e 71
3.2 Dataand datasummary . . .. .. .. . ... ... 71
3.2.1 Datadescription .. ........ ... . ... ... ... 71

3.2.2  Variable description . . . . . . ... Lo 72

3.2.3  Summary statistics . . - . . ... L. oL 73

3.2.4  More-detailed summary statistics . . ... .. ... ... .. 74

3.2.5 Tablesfordata . .......... G e e e 75

3.2.6  Statistical tests . . - . . . .. ... Lo 78

3.27 Dataplots . . .. .. . . e - 78

3.3 Regressioninlevelsandlogs . . - . . . .. ... ... .. ....... 79
3.3.1 Basicregressiontheory . ... .. ... ... .. ... ..., 79

3.3.2  OLS regression and matrix algebra . .. ... e e 80

3.3.3  Properties of the OLS estimator . . . . . ... ... ... .. . 81

3.3.4  Heteroskedasticity-robust standard errors . . . .. .. ... 82



Contents

3.4

3.5 .

3.6

3.7

3.8

ix

3.3.5  Cluster~robust standard errors . . . . ... ......... 82
3.36 Regression inlogs . . ..« v i 83
Basic regression analysis . . . . .. .. .. R IR 84
3.41 Correlations . . . . . . . i e e e e 84
3.4.2  The regress command . SR 85
343 Hypothesistests. . . ... ... .. ... 86
3.4.4  Tables of output from several regressions . . . . .. .. ... 87
3.4.5  Even better tables of regression output . . . . . .. ... .. 88
Specification analysié ........................... 90
3.5.1  Specification tests and model diagnostics .. . . .. ... .. 90
3.5.2  Residual diagnosticplots . . . .. . ... ... ... .. ... 91
3.5.3  Influential observations . . . . . ... ............. 92
3.5.4 Specification tests . . . .. . .0 o e 93
Test of omitted variables . . . . . .. ... .......... 93

Test of the Box~Coxmodel . ... ... ........... 94

Test of the functional form of the conditional mean . . . . . 95
Heteroskedasticity test . . . . - . . ..o oL 96
Omnibustest . ... ... ... ... ... .. ... 97

3.5.5 Tt_a_sts have power in more than one direction . . . . . . ... 98
Prediction . . . . . . . . .. 100
3.6.1., In-sample prediction . . ... ... .. ... ... .. ... 100
3.6.2 Marginaleffects . . . . ... ... ... L 102
3.6.3  Prediction in logs: The retransformation problem . . . . . . 103
3.6.4  Prediction exercise . . . . ... ... oo 104
Sampling weights . . . . . . . . . ... . o 105
3.71  Weights . ........ R 106
3.7.2 Weightedmean . . ....................... 106
3.7.3 Weightedregression . . . . . . ... ... ... ... .... 107
3.7.4  Weighted predictionandMEs . ... ... .......... 109

OLSusingMata . . . . .. . .. et e e 109



Contents

3.9  Stataresources . . . . ... .. e 111
310 BEXerciSes. . . . o . v v v v e e e e e e e e 111
Simulation 113
4.1 Introduction. .. .. . .. .. .. .. ..o 113
4.2  Pseudorandom-number generators: Introduction . .. ... ... .. 114
4.2.1  Uniform random-number generation .. ... ........ 114
422 Drawsfromnormal . . ... ... ... ............ 116
4.2.3 Draws from t, chi—squared, F, gamma, and beta . . . .. .. 117
4.2.4  Draws from binomial, Poisson, and negative binomial . . . . 118
Independent (but not identically distributed) draws from
binomial . . . ... ... ... . ... ... 118
Independent (but not identically distributed) draws from
Poilsson ... ... ... ... ... .. . . ... 119
Histograms and density plots . . . .. .. ... .. .. ... 120
4.3 Distribution of the samplemean . . ... ... .. .......... 121
4.3.1 Stataprogram . . . . ... .. ..o 122
4.3.2 The simulatecommand . . . . . . ... ... ... ...... 123
4.3.3  Central limit theorem simulation ., . . ... .. ... .. .. 123
4.3.4  The postfile command . ... ... ...........,.. 124
4.3.5  Alternative central limit theorem simulation . . . . ... .. 125
44  Pseudorandom-number generators: Further details . . ... .. ... 125
44.1 Inverse-probability transformation. . . . ... .. ... ... 126
4.4.2  Direct transformation. . . . ... .. ... ... ..., 127
4.43 Othermethods .. ....................... 127
4.44 Dr\aws from truncated normal . . . .. ... ... .., ... 128
4.4.5  Draws from multivariatenormal . . . . . . . ... .. ... 129
Direct draws from multivariate normal . . . . ... ... .. 129
Transformation using Cholesky decomposition . . . .. ... 130
4.4.6  Draws using Markov chain Monte Carlo method . . . . . . . 130
45 Computing integrals . . . . . .. .. ... o L. 132

451 Quadrature . . . . . . . . . e e e 133



Contents

4.5.2 Monte Carlo integration . . ... .. ... ... ..... 133

4.5.3  Monte Carlo integration using different S. . . . . .. .. .. 134

4.6 Simulation for regression: Introduction . . . . . . ... ... 135
4.6.1  Simulation example: OLS with x* OITOTS . . e 135

4.6.2  Interpreting simulation output . . . . .. ... .. ... ... 138
Unbiasedness of estimator . . ... .. ... ... ...... 138

Standard errors . . . . .. ... e 138

tstatistic . ... .. . L 138

Testsize . . . . . . . 0 e 139

Number of simulations . . ... ... ... e e e 140

4,63 Variations . . ... ... . o e e 140
Different sample size and number of simulations . . . . . . . 140

Test power . . . . . . . ... e e 140

Different error distributions . . . . ... ... ........ 141

4.6.4  Estimator inconsistency . .. ... .. ... .. ....... 141

4.6.5 Simulation with endogenous regressors . . .. ... ... .. 142

4.7  StataTIesourCes . . . v v v v v v e e e e e e e e 144
48 Bxercises. . . .. .. ... e 144
5 GLS regression 147
5.1 Introduction . . ... . ... . ... 147
5.2 GLS and FGLS regression . . . . . . . . ... ... .o .. 1’47
5.2.1 GLSfor heteroskedasticerrors . . . . . . ... .. ... ... 147

522 GLSandFGLS ... ... ... . . ... oo 148

5.2.3  Weighted least squares and robust standard errors . .. . . 149

524 Leadingexamples . . . .. . .. ... .. ... .. ... .. 149

5.3  Modeling heteroskedastic data . . BRI e e e e e 150
53.1 Simulated dataset . . . .. ... .. ..o 150

5.3.2  OLS estimation . . . .. e 151

5.3.3  Detecting heteroskedasticity . . ... ... .... ... ... 152

53.4 FGLSestimation . . . . . .. .o 154



xii

5.3.5 WLS estimation . . . .. .. .. .. .. . ...

5.4  System of linear regressions . . . . . .. . ... ..
54.1 SURmodel ......... ... ... .. . ...,
5.4.2 Thesuregcommand . ..................
5.4.3  Application to two categories of expenditures . . . . .
544 Robuststandarderrors. . .. .. ... .........
5.4.5  Testing cross-equation constraints . . . . .. . ... ..

5.4.6  Imposing cross-equation constraints . . . . . ... ...

5.5  Survey data: Weighting, clustering, and stratification . . . . . .

5.5.1 Surveydesign ... ... .... ... ...
5.5.2  Survey mean estimation . . ... ... .. ... ...
5.5.3  Survey linear regression . . . ... ... ... .....
56 Stataresources . . .. ... ... ... .
5.7  EXercises. . . . - . .o i e e

6 Linear instrumental-variables regression

6.1 Introduction. . ... ... . .. ... oo e
6.2 IVestimation . ... ... ... ... . ... ...
6.2.1 BasicIVtheory ... .. .. ... ... . .. ......
6.22 Modelsetup . . . . . . ...
6.2.3 IV estimators: IV, 2SLS, and GMM . . ... ... ..
6.2.4  Instrument validity and relevance . . ... .. .. ...
6.2.5  Robust standard-error estimates. . . . . . . ... ...
6.3 IVexample ... . . .. . . .. e
6.3.1  Theivregresscommand . ................

6.3.2  Medical expenditures with one endogenous regressor

6.3.3  Availableinstruments. . . . . ... ... ...,
6.3.4 IV estimation of an exactly identified model . . . . . .
6.3.5 IV estimation of an overidentified model . . . ... ..
6.3.6  Testing for regressor endogeneity . ... ... ... ..

6.3.7  Tests of overidentifying restrictions . . . . . .. .. ..

Contents



Contents
6.3.8 IV estimation with a binary endogenous regressor . . . . . . 186
6.4 Weak INSEEUMERES . « « o v v oo e e 188
6.4.1  Finite-sample properties of IV estimators. . . .. ... ... 188
6.42 Weakinstruments. . . . ... ... ... ... 189
Diagnostics for weak instruments . . ... ... .. P 189
Formal tests for weak instruments . . . . .. ... ... ... 190
6.4.3 Theestat firststage command . ... ... .......... 191
6.4.4  Just-identifiedmodel . . .. . ... . . ... ..., 191
- 6.4.5  Overidentiied model . .. ... ................ 193
6.4.6  More than one endogenous regressor . . . . .. ... .. .. 195
6.4.7  Sensitivity to choice of instruments . . . . .. ... ... 195
6.5 Better inference with weak instruments. . . . . ... ... ... ... 197
6.5.1  Conditional tests and confidence intervals . . ... .. ... 197
6.52 LIMLeStimator . . . . . v .v v v e e n et 199
6.5.3  Jackknife IV estimator . .. ... .. D 199
6.5.4  Comparison of 2SLS, LIML, JIVE, and GMM . . ... ... 200
6.6 3SLS systems estimation . . . .. ... ... ... ... ... ..... 201
6.7 Stataresources . . . . . . .. ... a e e 203
6.8 Exercises. . . . . . . . .. e 203
7 Quantile regression 205
7.1 Iatroduction. .. .. ... ... ... ... .. T 205
T2 QR . . e 205
7.2.1 Conditionalquantiles . . . . .. ... ... ... ....... 206
7.2.2  Computation of QR estimates and standard errors . . . . . 207
7.2.3  The qreg, bsqreg, and sqreg commands . . . . . . . C.o207
7.3 QR for medical expenditures data . . . . . ... ... .. L. 208
73.1 Datasummary . . .. .. ... vii e 208
7.3.2 QR estimates . . ... .. e 209
7.3.3  Interpretation of conditional quantile coeficients . . .. .. 210

7.3.4 Retransformation . . . . . v o v o vt e 211



Xiv

Contents

7.3.5  Comparison of estimates at different quantiles . . . . .. .. 212

7.36  Heteroskedasticity test . . .. ... ... ... ... ..., 213

7.3.7 Hypothesistests. . . . . . . .. . ... L. 214

7.3.8  Graphical display of coefficients over quantiles . . . . . ... 215

7.4 QR for generated heteroskedasticdata . . .. ... ... ... ... . 216
7.4.1 Simulated dataset . . . . . ... ... o oL 216

7.4.2 QRestimates . . . . . .. . ... 219

7.5 QRforcountdata ... ... . ... ... o 220
7.5.1 Quantile count regression . . . . .. ... ... e 221

7.5.2 Theqcount command. . . . . .. .. .0 ., 222

7.5.3  Summary of doctor visitsdata . . . . . ... 222

754 Resultsfrom QCR - ... ........ ... ... ... . 224

7.6 Stataresources . . . . ..o o .. e e e e 226
T7  BXErCiSes. . . . . v e e e e e e 226
Linear panel-data models: Basics 229
8.1 Imtroduction. . . . .. ... .. ... . e 229
8.2 Panel-data methods overview . . .. .. ... .. ... ... ..., 229
8.2.1  Some basic considerations . . .. ... ... .. ... L. 230

8.2.2 Somebasic panel models . . . . ... ... .... e 231
Individual-effects model . ... ... ... ... ... ... . 231
Fixed-effectsmodel . . . . . . .. .. ... ... . ... ... 231
Random-effects model . ... ... ... ... ... ..... 232

Pooled model or population-averaged model . . . . .. ... 232
Two—wa.y—effécts model . . . . .. ... oL 232

Mixed linear models . . ... ... .. ... ..., 233

8.2.3  Cluster-robust inference . . . . . ... .. ... .. ... .. 233

8.2.4 Thextregcommand . .. ... ... .. ... ... 233

8.2.5  Statalinear panel-data commands. . . ... ... ... ... 234

8.3 Panel-data summary .. ........... e e e e e e e e 234

8.3.1 Data description and summary statistics . . . . . ... ... 234



Contents

8.4

8.5

86

8.7

8.8

xv
8.3.2  Panel-data organization ............ .. ... ... 236
8.3.3 Panel-datadescription . .. ... . ... ... ... 237
8.3.4  Within and between variation . . . .. ... ... ..... 238
8.3.5  Time-series plots for each individual . . ........... 241
8.36  Overall scatterplot . . ... . . ... ... ... ... ... 242
8.3.7 Within scatterplot . . . .. ... ... oL 243
8.3.8  Pooled OLS regression with cluster-robust standard errors . 244
8.3.9  Time-series autocorrelations for panel data. . ., . . . .. .. 245
8.3.10 Error correlation in the REmodel . . . . .. ... ...... 247
Pooled or population-averaged estimators . . . . ... .. .. .. .. 248
8.4.1 Pooled OLS estimator ... .................. 248

8.4.2  Pooled FGLS estimator or population-averaged estimator . 248

8.4.3 The xtreg, pa command . . .. ... ............. 249
8.4.4  Application of the xtreg, pa command ... ... ...... 250
Within estimator . . - . . . . - ... oo 251
8.5.1 Within estimator . .. ... .. ... ... .. ... .. 251
8.5.2 Thextreg,fecommand . . ... .. ... ... ... ..... 251
8.5.3  Application of the xtreg, fe command . . . . . ... .. ... 252
8.5.4 Lc-;ast—squares dummy-variables regression . . . .. ... .. 253
Between eétimator ............................ 254
86.1 Between estimator . ... ... ... o oo L. 254
86.2  Application of the xtreg, be command . . ... ....... 255
REestimator . . . . . . . . ot i i i e e e 255
8.7.1 RE estimator . . . . .. . .. o e 255
8.7.2  Thextreg,recommand. . . . . ...« .o oL 256
8.7.3  Application of the xtreg, re command. . . . ... ... ... 256
Comparison of estimators . . . . TR 257
8.8.1  Estimates of variance components . . . . ... .. .. ..., 257
8.8.2  Within and between R-squared . . ... ........... 258

8.8.3  Estimator comparison . .. ... ......... ..., 258



xXvi

Contents

8.8.4  Fixed effects versusrandomeffects . . ... ... ... ... 259

8.8.5 Hausman test for fixedeffects . . . ... ... ........ 260
Thehausmancommand . . .. ................ 260

Robust Hausman test . . . . .. .. ... ... ... .. .. 261

886 Prediction ... ... .. .. ... 262

8.9 First-difference estimator . . ... .. ... ... .. L, 263
8.9.1  First-difference estimator . . . . . . . ... ..., 263

8.9.2  Strict and weak exogeneity . . . . ... . ... L L 264

810 Longpanels . .. . . . . . . ... . 265
8.10.1 Long-paneldataset . . .. ... ..... ... ....... 265

8.10.2 Pooled OLSandPFGLS . . ... .. .... .. ....... 266

8.10.3 Thextpcse and xtgls commands . . . . . ... ... ..... 267
8.10.4 Application of the xtgls, xtpcse, and xtscc commands . . . . 268
8.10.5 Separateregressions . .. .. ... ... ... 270

8106 FEandREmodels . ... .. .. ... ... .......... 271
8.10.7 Unit roots and cointegration . . . . . . ... ... ...... 272

8.11 Panel-data management . . .............. e e e 274
8.11.1 Wideformdata . ... ... ... ... ........ e 274
8.11.2 Convert wide formtolongform . ... ... ... ...... 274
8.11.3 Convert long form towideform . . . . ... ... ...... 275
8.11.4 An alternative wideformdata . . . . . . ... .. ... ... 276

8.12 StatareSOUICES . « v v v v v v v e e e e e e e e e 278
813 EXercises. . . . . . . i e e e e e e e e 278
Linear panel-data models: Extensions - 281
9.1 Imtroduction . . . . . . .. . L 281
9.2 Panel IVestimation . .......... .. . ... .. ... 281
9.21 PanelIV ... .. ... . ... 281

9.2.2 Thextivregcommand . ... ... .............. 282

9.2.3  Application of the xtivreg command .. ... ... ... .. 282

9.2.4 Panel IVextensions . . . . . « . ¢ v v v i i v i i e e 284



Contents

10

xvii

9.3 Hausman-Taylor estimator . . . ... ... ... ... ........ 284
9.3.1 Hausman—Taylor estimator . . .. .. ... ... ...... 284

9.3.2 The xthtaylor command . .. ... .. ... ... ...... 285

9.33  Application of the xthtaylor co@and ............ 285

94  Arellano—Bond estimator . . ... ... ... ..... e e e e 287
9.41 Dynamicmodel . .. ................. e 287

9.4.2 IV estimationin the FDmodel .. ... .. ... ...... 288

9.43  The xtabond command . . . . . ... ... ... ....... 289

9.4.4  Arellano-Bond estimator: Pure time series. . . . . . . . .. 290

945 Arellano-Bond estimator: Additional regressors . . . . . . . 292

9.4.6  Specification tests . . . ... ... oL oL 294

9.4.7  The xtdpdsys command . . .................. 295

94.8 The xtdpd command . . ... ... .... o 297

9.5 Mixed linear models . . . ... ... ... e 298
9.5.1 Mixed linearmodel . . . . . ... ... ... . ... 298

9.5.2 Thextmixedcommand . . . .................. 299

9.5.3 Random-intercept model . . . . . . . ... .. .. ... ... 300

9.5.4  Cluster-robust standarderrors . ... ............ 301

9.5.5 Random-slopesmodel .. ................... 302

9.56 Random-coefficientsmodel . . . . . ... ... .. L., 303
9.5.7.. Two-way random-~effects model . . ... ... ... ... .. 304

9.6 Clustered data . . ... ... .. ... . 306
9.6.1 Clustereddataset . . . . . ... ... ... ... ..., 306

9.6.2  Clustered data using nonpanel commands . ... .. .. .. 306

9.6.3  Clustered data using panel commands . . ... ... .... 307

9.6.4  Hierarchical linear models . . ... .............. 310

9.7  Stata resources . ... . .. e 311
98 Exercises. .. ............ e e e e e e 311
Nonlinear regression methods : 313

101 INtrodUCHion . . « « « v o o e e 313



10.2

10.3

10.4

10.5

Contents

Nonlinear example: Doctor visits . . . . .. ... ... ........ 314
10.2.1 Datadescription . .. ... ... . ... ... .. ... .. 314
10.2.2 Poisson model description . . . . . ... .. ... ... ... 315
Nonlinear regression methods . . . .. ... .. ... ... ...... 316
10.3.1 MLE . . .. . 316
10.3.2 The poisson command . . . . . . ... ... ... 317
10.3.3 Postestimation commands . . . . ... .. ... ... 318
10.3.4 NLS . . .. . e e e 319
10.3.5 Thenlcommand . . .. .. ..ot . 319
10.3.6  GLM . . . . . . e 321
10.3.7 Theglm command . ... . ... ... . ... . ..... 321
10.3.8 Otherestimators . . . . . . . ... i v v v, 322
Different estimates of the VCE . . . .. ... ... ... ... .... 323
10.41 General framework . . . . ... 323
10.4.2 Thewvee()option . . ... ... ... ... ... . 324
10.4.3 Application of the vee() option . . . . ... ... ... ... 324
10.4.4 Default estimateofthe VCE . . . . . . ... ... ... ... 326
10.4.5 Robust estimateof the VCE . . . . . . ... ... ... ... 326
10.4.6  Cluster-robust estimate of the VCE . . . . ... ... ... 327
10.4.7 Heteroskedasticity- and autocorrelation-consistent estimate

ofthe VCE . . ... .. . . ... . 328
10.4.8 Bootstrap standarderrors . . . ... ... ..o 328
10.4.9 Statisticalinference . . . . . . . .. . ... L. 329
Prediction . . . . . . . . . .. 329
10.5.1 The predict and predictnl commands . . .. ... ... ... 329
10.5.2 Application of predict and predictnl. . . . . .. .. ... .. 330
10.5.3 Out-of-sample prediction . . . . . ... ... ... ...... 331
10.5.4 Prediction at a specified value of one of the regressors . . . 332
10.5.5 Prediction at a specified value of all theregressors . . . . . 332

10.5.6 Prediction of other quantities . . ... ... .. ... .. .. 333



Contents

11

10.6 Marginaleffects . . . . . . . ... L L.

10.6.1 Calculus and finite-difference methods . . . ... .... ..

10.6.2 MEs estimates AME, MEM,and MER . . . . ... ... . .

10.6.3 Elasticities and semielasticities . L
10.6.4 Simple interpretations of coefficients in single-index models

10.6.5 Themfxcommand . . ... ... ... ... .........

10.6.6 MEM: Marginal effect at mean . .. ... ..........

Comparison of calculus and finite-difference methods . . . .

. 10.6.7 MER: Marginal effect at representative value ... ... ..

10.6.8 AME: Average marginal effect . . . . .. . e e e e

10.6.9 Elasticities and semielasticities . ... ... ... ... ...

10.6.10 AME computed manually . . ... ... ... ........

10.6.11 Polynomialregressors. . . . . . . . . ... .. ... ... ..

10.6.12 Interacted regressors . . . . . . . . . . v e e

10.6.13 Complex interactions and nonlinearities . .. ... ... ..

10.7 Modeldiagnostics . . . . . . . ... ... e

10.7.1 Goodness-of-fit measures . . . ... .. ... ...

10.7.2  Information criteria for model comparison . ... ... ...

10.7.3 Residuals . . ... ... ... ... . oL

10.7.4 Model-specification tests . . . . ... ... ... .. .. ...

10.8 Stata.resources . . : . . ... i u e e e e e

109 EXercises . . . . . . . v v i i e e e e e e e

Nonlinear optimization methods

11.1 Imtroduction . . ... ... ... e e e e e e e
11.2 Newton-Raphsonmethod . ... ... ... ... .. .........
11.2.1 NR method ... .. .. T T A
11.2.2 NRmethodforPoisson . . . . .. ... ... .........
11.2.3 Poisson NR example usingMata . .. ............

Core Mata code for Poisson NR iterations . . ... ... ..

Complete Stata and Mata code for Poisson NR iterations

336



114

11.6

11.7

Contents

Gradient methods . . . . . . .. .. .. .. 355
11.31 Maximizationoptions. . . . .. ... .. ... .o L. 355
11.3.2 Gradient methods . . . . . ... . ... ... ... ... ... 356
11.3.3 Messages during iterations . . . . . .. ... .. ... .. 357
11.3.4 Stopping criteria . . .. ... ... o Lo 357
11.3.5 Multiple maximums. . . . .. ... ... ... ..., 357
11.3.6 Numerical derivatives . . . . . . ... .. ... .. ... 358
The ml command: fmethod . .. ... ... ... ... ... 359
1141 Themlcommand . ... ... ... ... ... .... 360
11.4.2 Thelfmethod . . . . . . . . .« . .. ... ..., 360
11.4.3 Poisson example: Single-indexmodel . . . . . . ... .. .. 361
11.4.4 Negative binomial example: Two-index model . . . . .. .. 362
11.4.5 NILS example: Nonlikelihood model . . . . . . ... ... .. 363
Checking the program . . . . . . . . . .. . it 364
115.1 Program debugging using ml check and ml trace. . . . . . . 365
11.5.2 Getting the program torun . . . . . . ... ... ... .. . 366
11.53 Checkingthedata. . . . .. ... ... ... . ... ..... 366
11.5.4 Multicollinearity and near collinearity . . ... .. .. ... 367
11.5.5 DMultiple optimums . . . . ... .. ... ... ... 368
11.5.6 Checking parameter estimation . ... ... ... .. .... 369
11.5.7 Checking standard-error estimation . . . . . . ... .. ... 370
The ml command: d0, d1, and d2 methods . ... ... ... .. .. 371
11.6.1 BEvaluator functions . . . . ... .. ... . ... ... . ... 371
1162 ThedOmethod . .. ... ... ... ... ... ..... 373
1163 Thedlmethod . ... ... ... ... ... 374
11.6.4 The d1 method with the robust estimate of the VCE . . . . 374
1165 Thed2method . ... ... ... .. .. ... 375
The Mata optimize() function . . . ... .. ... . ... ... .... 376
117.1 Typedandvevaluators . .. ... ... ........... 376

11.7.2 Optimize functions . . . . ... .. . ... ... ... .. .. 377



Contents : xd

12

11.7.3 Poissonexample. . . . . . . .. ... ... .. ... KYad
Evaluator program for Poisson MLE . .. .. ... .. ... 377

The optimize() function for Poisson MLE . . ... ..... 378

11.8 Generalized method of moments . . . . . .............. 379
118.1 Definition . . .. .. ... 380
11.8.2 Nonlinear IV example ... ... .. .. ... .. .. .... 380
11.8.3 GMM using the Mata optimize() function . . ... .. ... 381

11.9 Stata I@SOUICES - - « = v v v v v et v v e e e e e e e e e e 383
1110 EX@raSes . - o v v v v v v e e e e e e e . 383
Testing methods ) 385
12.1 Introduction. . . . . . .. . L e 385
12.2 Critical values and p-values ... . ... ... .. ... ........ 385
122.1 Standard normal compared with Studentst . ... ... .. 386
122.2 Chi-squared compared with F' . . . . ... .. ... ... .. 386
12.2.3 Plotting densities . . . . .. . .. ... L 386
1224 Computing p-values and critical values . . . . ... ... .. 388
12.2.,5 Which distributions does Stata use? . .. .. ... ... .. 389

12.3 Wald tests and confidence intervals . . . . ... ... ... ...... 389
12.3.1 Wald test of linear hypotheses . . . . . .. ... ... .... 389
12.3.2 The test command . ... ......... .. I 391

. Test single coefficient . . . . . ... .. ... ... ... ... 392

Test several hypotheses . . . . . .. .. ... ... ... ... 392

Test of overall significance . . .. ... ... ... ...... 393

Test calculated from retrieved coefficients and VCE . . . . . 393

12.3.3 One-sided Wald tests . . . . . ... .. ... .. .. ..... 394
123.4 Wald test of nonlinear hypotheses (delta method) . . . . . . 395

123.5 Thetestnlcommand . ... ... ... .. ... ... . ... 395
12.3.6 Wald confidence intervals. . . . . . .. .. ... .. ... .. 396
12.3.7 Thelincom command . . .. . . . ... ... 396

12.3.8 The nlcom command (delta method) . . . ... ....... 397



xxii

13

Contents

12.3.9 Asymmetric confidence intervals . . . . . .. ... .. .. .. 398
12.4 Likelihood-ratiotests . . . . . . . . .. .. . .. .. 399
12.4.1 Likelihood-ratiotests . . . . .. .. . ... .. ... ..... 399
12.42 The Irtest command . . . ... ...... e 401"
12.4.3 Direct computationof LR tests . . . . .. ... .. ..... 401
12.5 Lagrange multiplier test (or score test) . . . . . .. ... ... . ... 402
1251 LM tests . . . v v v e e e e e e e e e e e 402
12.5.2 Theestat command . . . . .. .. ... ... ..., 403
12.5.3 LM test by auxiliary regression . . . . . . . . ... ... 403
126 Testsizeandpower. . . . . .. . . .. ..ot 405
12.6.1 Simulation DGP: OLS with chi-squared errors . . . . . . .. 405
12.6.2 Testsize . - . . . . . .. . e 406
126.3 Testpower . . . . . . . . . . . ... 407
12.6.4 Asymptotic test power . . . ... . ... Lo 410
12.7 Specification tests . . . . . . .. . e e e e e e e 411
12.7.1 Moment-based tests . . . . ... ... ... L. 411
12.7.2 Information matrixtest .. ... ... ... .. ... .... 411
12.7.3 Chi-squared goodness-of-fit test . . . . ... .. .. ... .. 412
12.7.4  Overidentifying restrictions test . . . . . .. ... . ... .. 412
1275 Hausmantest . . . . . .. .. ... ... 412
12.76 Othertests . . ... .. . .. . .. 413
12.8 Stat@TeSOUICES .+ « - ¢ « « v v v v e e e e e e e e e e e 413
129 Exercises. . . . . . . . . .o 413
Bootstrap methods 415
13.1 Imtroduction . . . . . . . . . . .. e 415
13.2 Bootstrapmethods . . . . . ... .. ... oo, 415
13.2.1 Bootstrap estimate of standarderror . . . . .. .. .. ... 415
13.2.2 Bootstrap methods . . . . ... ... ... ... ... ..., 416
13.2.3 Asymptoticrefinement . . . . .. .. ... ... ... 416

13.2.4 Use the bootstrap with caution . ... ... ... ... ... 416



Contents

13.3

13.4

13.5

13.6

13.7

xxdii
Bootstrap pairs using the vce(bootstrap) option . . . . . . ... ... 417
13.3.1 Bootstrap-pairs method to estimate VCE . . . . ... ... 417
13.3.2  The vee(bootstrap) option . . . . .. ... ... ... .. .. 418
13.3.3 Bootstrap standard-errors exa.mple- .............. 418
13.3.4 How many bootstraps? . . . . ... ... ... ... ..... 419
13.3.5 Clustered bootstraps . . - « « v v .t i o e 420
13.3.6 Bootstrap confidence intervals . . . . ... ... . ... ... 421
13.3.7 The postestimation estat bootstrap command . . . .. ... 422
13.3.8 Bootstrap confidence-intervals example . . . . . . ... ... 423
13.3.9 Bootstrap estimate of bias . . . . ... .. e e e e e 423
Bootstrap pairs using the bootstrap command . . . . . . . ... ... 424
13.4.1 The bootstrap command . . . . . . . ... . ... .. .. .. 424
13.4.2 Bootstrap parameter estimate from a Stata estimation
command . .. o.. e e e e e e e e 425

13.4.3 Bootstrap standard error from a Stata estimation command 426

134.4 Bootstrap standard error from a user-written estimation

command . ... i e e e e e e e e e e e 426
13.4.5 Bootstrap two-step estimator . ... .. ... . ... . ... 427
13.46 Bootstrap Hausmantest . . ... .. .. ... ... B 429
13.47 Bootstrap standard error of the coefficient of variation . . . 430
Bootstraps with asymptotic refinement . . . . . ... ... ... ... 431
13.5.1.. Percentile-t method . . . . . .. ... . ... ... ..., .. 431
13.5.2 Percentile-t Waldtest . . ... ... ... ... ....... 432
13.5.3 Percentile-t Wald confidence interval . . .. ... ...... 433
Bootstrap pairs using bsample and simulate . . . .. ... .. .. .. 434
13.6.1 The bsample command . . . . ... . ... ... ... ... 434
13.6.2 The bsample command wigh simulate . . . .. ... ... ‘ 434
13.6.3 Bootstrap Monte Carlo exercise . . . . . . . ... . ... .. 436
Alternative resampling schemes . .. . . . ... .. ... ... ..., 436
13.7.1 Bootstrap pairs . .. . .. e e e e e e e e 437

13.7.2 Parametric bootstrap . . . . . . . . ..o e 437



XX1v

14

Contents

13.7.3 Residual bootstrap . . ... .. .. . ... . ... ..,
13.7.4 Wild bootstrap . . - . . . . ool o e L
137.5 Subsampling . . . ... .. ... ...

13.8 Thejackknife . . . . .. . . ... .. L oL
13.8.1 Jackknife method . . .. ... ... ... ... ... ... ..
13.8.2  The vce(jackknife) option and the jackknife command

13.9 Stata TeSOUTCES . . . v . v v v v vt e e e e e e

1310 Exercises. . - . . v v v it e e e e e

Binary outcome models .

141 Introduction . . . . . . . . . L e

14.2 Some parametricmodels . . . . . . ... ...
142.1 Basicmodel . . . ... ... .. ... L L,
14.2.2 Logit, probit, linear probability, and clog-log models

14.3 Estimation. . . . . . . .. ..
14.3.1 Latent-variable interpretation and identification . . . . . . .
143.2 ML estimation. . . . ... .. ... ... ...
14.3.3  The logit and probit commands . . ... ... ... ... ..
14.34 Robust estimate of the VCE . . . . .. .. ... .. ... ..
14.35 OIS estimation of LPM . . ... ... . e )

144 Example . . . . . . L e e e
14.41 Datadescription .. ... ... ... . ... ...
14.4.2 Logit regression . . . . . . . v v i v it e e
144.3 Comparison of binary models and parameter estimates . . .

14.5 Hypothesis and specification tests . . . .. . ... .. ... ... ...
1451 Waldtests . . . . . .. .. o e e
14.5.2 Likelihood-ratio tests . . . . . . [P

14.5.3 Additional model-specification tests . . . . . . .. ... ...
Lagrange multiplier test of generalized logit . .. .. .. ..
Heteroskedastic probit regression . . . .. .. .. ... ...

1454 Model comparison. . . . ... ..o



Contents . ooy

15

14.6 Goodness of fit and prediction . . . . .. ... 457
14.6.1 Pseudo-RZmeasure . . . . . .. .ot iu e 457
146.2 Comparing predicted probabilities with sample frequencies . 457

14.6.3 Comparing predicted outcomes wifh actual outcomes . . . . 459
14.6.4 The predict command far fitted probabilities . . . . . . . .. 460
14.6.5 The prvalue command for fitted probabilities . .. .. ... 461

14.7 Marginaleffects . . . . . .. .. ..o L 462
14.7.1 Marginal effect at a representative value (MER) . . . . . . . 462
14.7.2  Marginal effect at the mean (MEM) . . ... .. ... ... 463
14.7.3  Average marginal effect (AME) . . .. .. e 464
14.7.4 Theprchange command . . ... ... .. .. ... ..... 464

14.8 Endogenous TeEIeSSOTS . . . . « v v v v v v v v e e 465
148.1 Example . . . . . .. .o e 465

14.8.2 Model assumptions . . . . . . ... .o oo oo 466
14.8.3 Structural-model approach . . . . ... ... ... ..., 467

The ivprobit command . .. ... ... .. .. ... ..... 467

Maximum likelihood estimates . . . . . . .. .. ... .... 468

Two-step sequential estimates . . . . . . ... . ... .... 469

14.8.4 I\}s approach . . .. .. ... . .. o 471

149 Groupeddata . . . . .. . . . . it i 472
14.9.1 Estimation with aggregatedata . . . . .. ... ....... 473
14.9.2 Grouped-data application . .. ... ... ... ... .... 473

14.10 Stata TESOUTCES - - « = « v v v v b b e et e e e e e e 475
1411 EXerCiSes . . . . v« v v v i i e e e e e e e e e e e e 475
Multinomial models 477
15.1 Introduction . . . . . . . . . .. L. 477
15.2 Multinomial models overview . . [ 477
152.1 Probabilitiesand MEs . : . ... ... ... ... . ..., 477
16.2.2 Maximum likelihood estimation . . . ... ... ... .... 478

15.2.3 Case-specific and alternative-specific regressors . . . . . . . 47



¥xvi

15.3

154

15.5

15.6

Contents
15.2.4 Additive random-utility model . . . . . . ... ... ... .. 479
152.5 Stata multinomial model commands . . ... .. ... ... 480
Multinomial example: Choice of fishingmode . . . . . . ... .. .. 480
15.3.1 Datadescription . ... .. .. ... ... .. .. ..., 480
15.32 Case-specific Tegressors . . « . « - . .« v et 0oL 483
15.3.3 Alternative-specific regressors . . . . ... .. ... .. ... 483
Multinomial logit model . . . . . . .. . ... oL L 4384
15.4.1 Themlogit command . . . .. .. ... ... ... .. ..., 4384
15.4.2 Application of the mlogit command . . . . ... ... .... 485
15.4.3 Coefficient interpretation . . . . . .. . ... ... ... ... 486
15.4.4 Predicted probabilities . . . . . . .. ... ... L, 487
1545 MEs ..... e e e e e e e e e e e e 488
Conditional logit model . ... ... .................. 489
15.5.1 Creating long-form data from wide-form data . . .. .. .. 439
15.5.2 Theasclogit command . . .. . ... ... ... ....... 491
15.5.3 Theclogit command . . - -« . v . oot 491
15.5.4 Application of the asclogit command ... ... .. ... .. 492
15.5.5 Relationship to multinomial logit model . .. ... ... .. 493
15.5.6  Coeficient interpretation . . . . . . ... ... ... ..... 493
15.5.7 Predicted probabilities . . . . . ... .. ... ... 494
1558 MEs . .. . L e e 494
Nested logit model . . .. ... ... .. ... ... ... ....... 496
15.6.1 Relaxing the independence of irrelevant alternatives as-
sumption . . . . .. .. L. 497
156.2 NLmodel . ... ... ... i 497
15.6.3 The nlogit command . .. ... ... ... ... ... ... 498
156.4 Model estimates . . . . . . . . ... 499
15.6.5 Predicted probabilities . . . ... ... ... .. ... .. .. 501
166.6 MEs . .. ... e 501

15.6.7 Comparison of logit models . . . .. ... ....... ... 502



Contents

16

xxvil

15.7 Multinomial probit model . . ... .. ... .. . ... L. 503
1571 MNP .. ... 503
15.7.2 The mprobit command . . . .. .. ... ... ........ 503
15.7.3 Maximum simulated likelihood . . . . . ........... 504
15.7.4 The asmprobit command . . . . . ... . ... ........ 505
-16.7.5 Application of the asmprobit command . . . . . .. ... .. 505
15.7.6 Predicted probabilitiesand MEs . . . . . . ... ... .... 507

15.8 Random-parameters logit . . ... .. ... ... ... .. ..., .. 508
15.8.1 Random-parameters logit . . ... ... ... .. ...... 508
15.8.2  The mixlogit command . . . . ... .. .. e 508
15.8.3 Data preparation for mixlogit . .. ... ... ..... ... 509
15.8.4 Application of the mixlogit command . . . .. ... ... .. 509

15.9 Ordered outcome models . . . . . . .. ... ... ... ... ... .. 510
15.9.1 Data SUmmaTy . . . ¢« v v ottt e e e e 511

159.2 Ordered outcomes . . . . - . o v o o v oot . 512
15.9.3 Application of the ologit command . .. ... ........ 512
15.9.4 Predicted probabilities . . . . ... .. ... ... ... .. 513
1595 MEs . ... ... . il 513
15.9.6 Other ordered models . . . . . . ... ... ... ....... 514

15.10 Multivariate outcomes . - . . . . . . ... L. Lo 514
15.10.1 Bivariateprobit . . . . . . ... Lo oL oL, 5195
15.10.2 Nonlinear SUR . . . . .. . .. ... ... . ... ...... 517

15.11 Stata Iesources . . . . . . . . . ... il o18
15.12 Exercises. . . . .. .. .. .. e e e e e e e e 518
Tobit and selection models 521
16.1 Introduction . . .. ... ... .. e 521
16.2 Tobitmodel - . . . . . . . . e e 521
16.2.1 Regression with censoreddata . . . . . ... ... ... ... 521
16.2.2 Tobitmodelsetup. . . . .. .. .. ... ... ... . ... 522
16.2.3 Unknown censoring point . . . . .. ... ... .... ... 523



xxcviii

16.3

16.4

16.5

16.6

Contents

16.2.4 Tobit estimation . . . ... ... ... ... ... ..., .. 523
16.2.5 ML estimation in Stata. . . . .. .. ... .. ... ..... 524
Tobit model example . . . . . .. e e - 924
16.3.1 Data SUIIIDATY . « -« « = = o v e e e e e e e e 524
16.3.2 Tobitanalysis . . . . .« v v v v v e 525
16.3.3  Prediction after tobit . . . . . . ... ... L. 526
16.3.4 Marginaleffects . . . .. ... . ... ... L. 527

Left-truncated, left-censored, and right-truncated examples 527

Left-censored case computed directly . . . .. ... ... .. 528

Marginal impact on probabilities . . . ... .. .. ... .. 529
16.3.5 Theivtobit command . . . . . . ... . ... .. ... 530
16.3.6 Additional commands for censored regression . .. ... .. 530
Tobit for lognormaldata . . . . . . . . .. ..o L 531
16.4.1 Dataexample . . . . . . . ... e 531
16.4.2 Setting the censoring point for datain logs . . . . . . . . .. 532
164.3 Results. ... ... ... . . ... ... 533
16.4.4 Two-limit tobit . . . . ... .. .. ... ... ... ..., . 534
16.4.5 Model diagnostics . . . . . . ... ... Lo 534
16.4.6  Tests of normality and homoskedasticity . . ... ... ... 535

Generalized residuals and scores . . . . . . . ... ... ... 535

Test of normality . .. ... ... ... ... ......... 536

Test of homoskedasticity . . . . .. .. ............ 537
16.4.7 Nextstep? . . . . . . . o o e 538
Two-part modelinlogs. . . . . . . . .. .. ..o 538
16.5.1 Model structure . . . . ... ... .. R 538
16.5.2 Part 1specification . . . . .. . ... ... ... .. ... .. 539
16.5.3 Part 2 of thetwo-partmodel . . . . ... ... .. ...... 540
Selectionmodel . . . .. ... ... 541
16.6.1 Model structure and assumptions . . ... ... .... ... 541

16.6.2 DML estimation of the sample-selection model . . . . . . . .. 543



Contents

17

xodx

16.6.3 Estimation without exclusion restrictions . . . . . .. .. .. 543
16.6.4 Two-step estimation . . .. . ... . ... .......... 545
16.6.5 Estimation with exclusion restrictions . . ... ... .. .. 546

16.7 Prediction from models with outcome in lo‘gs ............. 547
16.7.1 Predictions from tobit . .. .. ... ... ... ... 548
.16.7.2  Predictions from two-part model . . ... ... . ...... 548
16.7.3  Predictions from selection model . . . ... ... ... ... 549

16.8 Stat@ TESOUICES . « v v v o« t v e e e v e e et e e e e e e e e 550
16.9 Exercises. . . . . . . . oo e e 550
Count-data models . 553
17.1 Introduction . ... ... ... ........ e e e e e e e 553
172 Features ofcountdata . . . ... ... ... .. ... . . ... ... 553
17.2.1 Generated Poissondata . . .................. 554
17.22  Overdispersion and negative binomialdata . . . . . . . . .. 555
17.2.3 Modeling strategies . . . . . . . ... .. ... ... ..., 556
17.2.4 Estimationmethods . ... ...... ... ... ...... 597

17.3 Empiricalexample 1 . . . . . . . . ... e 597
17.3.1 Dz}ta SUIMIMATY  + « « v = = e e e e e et e e e e e e e e e 597
17.32 Poissonmodel . . . . . ... L 558
Poisson model results . . . . . .. .. ... oL 559

_ Robust estimate of VCE for Poisson MLE . . ... ... .. 560

Test of overdispersion . . . . .. ... ... Lol 561

Coefficient interpretation and marginal effects . . . . . . . . 962

17.33 NB2model ... ... ... . 562

NB2 modelresults ... ... ... ... ... ... .. 563

Fitted probabilities for Poisson and NB2 models. . . . . . . 565

The countfit command . L e e e e e 565

The prvalue command . @ . . . . . . .. oot 567

DiSCUSSION . . . . v v v e e e e e e e e e e 567

‘Generalized NBmodel . . . . v v v v v e e i 567



Contents

xo0¢
17.3.4 Nonlinear least-squares estimation . .. ... .. ... ... 568
17.3.5 Hurdlemodel . . ... ... ... ... ... ..., 569
Variants of the hurdle model . . . . . ... ... .... ... 571
Application of the hurdlemodel . . . . . . . .. ... .. .. 571

17.3.6 Finite-mixture models . . . .. .. .. ... . . ....... 575
FMDM specification . . . ... .. ... ... ... ... .. 575
Simulated FMM sample with comparisons . . ... .. ... 575

ML estimation of the FMM . . . . . .. ... .. .. .... 577

The fmm command . « - « « « « . . e e 578
Application: Poisson finite-mixture model . . ... .. ... 578
Interpretation . . . - . . . .. ... 579
Comparing marginal effects . . . .. ... ... .. ..... 580
Application: NB finite-mixture model . . . . . . ... .. .. 582

Model selection . . ... ... ... ..o 584
Cautionarynote . . . . . . . . .. . ... ... ... 585

17.4 Empiricalexample 2 . . . . .. ... .. L 585
17.4.1 Zero-inflated data . . . . .. ... .. 585
17.4.2  Models for zero-inflated data . .. .. ... ... ... ... 586
17.4.3 Results forthe NB2model . . . ... .. ... ... ..... 587
The prcounts command . . . .. .. ... .. ... ... 588

1744 Resultsfor ZINB ... ... ... . ... .. . ........ 589
17.4.5 Model comparison . . . . . . . ... e . 590
The countfit command . . .. ... ... . ... ....... 590

Model comparison using countfit . .. ......... ... 590

17.5 Models with endogenous regressors . - . . . . . . . .. o4 s ... 591
17.5.1 Structural-model approach . . . . . ... .. .. ... ..., 592
Model and assumptions . . .. . ... .. ... ... ..., 592
Two-step estimation . . ... .. ... ... ......... 593
Application . . .. ... .. ..o e 593

17.5.2 Nonlinear IV method . . . . . .. .. .. .. ... ... ... 596



Contents

18

xood

17.6 StataTesources . . . . . . . v v i i e e e e e e 598
17.7 EXEICISES . « v o v v v v et e e e e e 598
Nonlinear panel models 601
18.1 Imtroduction . . .. ... ... ....... P 601
18.2 Nonlinear panel-data overview . . . . . ... ... . ... ....... 601
18.2.1 Some basic nonlinear panel models . . . ... .. ... ... 601
FEmodels . . . . ... ... i 602

REmodels . - . . . .« o o oo 602

Pooled models or population-averaged models . . . . . . .. 602

Comparison of models . .......... e 603

18.2.2 Dynamicmodels . ... ... . ... ... .. ... .. ... 603
18.2.3 Stata nonlinear panel commands . . . ... ... ... ... 603

18.3 Nonlinear panel-data example . . . . . ... ... ...... L. .. 604
18.3.1 Data description and summary statistics . . . . . ... ... 604

18.3.2 Panel-data organization . ................... 606

18.3.3 Within and between variation . . ... . ... ... ... .. 606
18.3.4 FE or RE model for thesedata? . . . . . .. ... ... ... 607

18.4 Binary outcome models . .. ... ... L. 607
18.4.1 Panel summary of the dependent variable . . ... .. ... 607

18.4.2 Pooled logit estimator . . . . ... ... ... ... ... 608
18.4.3 Thextlogit command . . . . . .. ... ... ... ... .. 609
18.4.4 The xtgee command . . ... ... ... ... ... ... 610
18.4.5 PAlogitestimator . . ... .. .. ... ... ... 610
18.4.6 RE logitestimator . . ....... ... . ..... . ..., 611
18.4.7 FElogitestimator . ... .. ... ... .. ... 613
18.4.8 Panel logit estimator comparison . . .. ... ........ 615
18.4.9 Prediction and marginaleffects .. ... .. ... . ... .. 616
18.4.10 Mixed-effects logit estimator . . . . . . ... ... ... ... 616

18.5 Tobit model . . . . ... .. .. .. e e e e e e e 617

18.5.1 Panel surnmary of the dependent variable . ... ... ... 617



Contents

185.2 REtobitmodel . . . ... ... .. ... ... ... .. 617

18.5.3  Generalized tobit models . . . . .. ... ... ... ..... 618
18.5.4 Parametric nonlinear panel models . . . ... ... ... .. 619

18.6 Count-datamodels . . . . . .. .. .o Lo e 619
18.6.1 The xtpoisson command . . - . . . .. ... ... 619

18.6.2 Panel summary of the dependent variable . . ... ... .. 620
18.6.3 Pooled Poisson estimator. . . . . . ... ... ... ... .. 620
18.6.4 PA Poisson estimator . . . . .. .. ... ... ... ... .. 621
18.6.5 RE Poisson estimators . - - . ... .. ... ...... ... 622
18.6.6 FE Poisson estimator . . . . ... ... ... .. ... ..., 624
18.6.7 Panel Poisson estimators comparison . . . . ... ... ... 626
18.6.8 Negative binomial estimators . . ... .. ... ... .... 627

18.7 Stata Iresources . . . . . . . v it e e e e e e e 628
18.8 EXEerCISeS . . . . o v v v v e et e e e e e e e e e e e 629
Programming in Stata 631
Al Stata matrix commands . . . . ... L. h e e 631
A.1.1  Statamatrixoverview . .. .. ... ... .. ... ... .. 631

A.l.2 Stata matrixinputandoutput . ............... 631
Matrix inputbyhand. . . . . .. .. ... oL L 631

Matrix input from Stata estimation results . . . . . ... .. 632

A.1.3 Stata matrix subscripts and combining matrices . . . . . .. 633

A.l.4  Matrix operators . . . . ... ..o e e 634

A15 Matrix functions . . . ... ... 634

A.1.6  Matrix accumulation commands . . . . ... ... ... ... 635

A.1.7 OLS using Stata matrix commands . . . . . . ... ... .. 636

A2 Programs . . . . . .o e e e e e e e e e e 637
A.2.1 Simple programs (no arguments or access to results) . ... 637

A2.2 DModifyingaprogram . . . . .. ... 638

A.2.3 Programs with positional arguments . .. ... ... .. .. 638

A24 Temporary variables . . ... ... ... ... . ...... 639



Contents xodii

A.2.5 Programs with named positional arguments . . . ... ... 639

A26 Sﬁoring and retrieving program results . . . . ... .. ... 640

A.2.7 Programs with arguments using standard Stata syntax . . . 641

A28 Ado-ﬁles..............: .............. 642
A.3 Program debugging . . . . . . . . ... 643
A.31 Somesimpletips .. .. ... ... ... e 644

A32 Error messages andreturncode . . . . .. . ... ..., 644

A33  TraCe . . v v v o e e e e e e 645

B Mata 647
Bl HowtorunMata . . . ... ... .......... [, 647
B1.1 MatacommandsinMata. .. ... ... ... ... ..., 647

B.1.2 Mata commandsinStata. . . ... ... ... ..... ... 648

B.1.3 Stata commandsin Mata. . . ... ... ... ... ... .. 648

B.1.4 Interactive versus batchuse .. ... ... .......... 648

B.15 Matahelp ... .. .. ... e 648

B.2 Matamatrixcommands . .. ... ... ... Lo 649
B.2.1 Mata matrixinput ... ... ... ... ... ... ..., 649
Matrix input by hand . . . . . . . . .. ..o oo, 649

Identity matrices, unit vectors, and matrices of constants . . 650

Matrix input from Statadata . ... .. ... ... ..... 651

_. Matrix input from Stata matrix . . . .. .. ... ... L. 651

Stata interface functions . . ... .. ... ... ..... .. 652

B.2.2 Matamatrixoperators . . . . . ... ..ol 652
Element-by-element operators . . . - . . . .. .. .. .. .. 652

B2.3 Mata functions . . . ... ... 653
Scalar and matrix functions . . ... ... ... ... ... 653

Matrix inversion . . B .. ................... 654

B.24 Matacross products . . .c. . . ... Lo e 655

B.2.5 Mata matrix subscripts and combining matrices . . . . . . . 655



xoociv

B.2.6  Transferring Mata data and matrices to Stata

Creating Stata matrices from Mata matrices . . . .

Creating Stata data from a Mata vector - . . . . .

B.3 Programming in Mata . ... ... ..... ... ... ...
B.3.1 Declarations . . . . . . ... ... ... ... ...

B.3.2 Mataprogram . . - . .. v v e v e o e e

B.3.3 Mata program with results output to Stata . . . .

B.3.4  Stata program that calls a Mata program . . . . .

B.3.5 Using Matain ado-files . . . ... ... .. .....

Glossary of abbreviations
References
Author index

Subject index

Contents



Tables

2.1
5.1
6.1
8.1
10.1
14.1
15.1

16.1
16.2

17.1

18.1

Stata’s numeric storage types . . . . . ... Lo 31
Least-squares estimators and their asymptotic variance . . . . . . . . 149
1V estimators and their asymptotic variances. . . ... . . ... .. .. 176
Summary of xt commands. . . . .. . ... ..o 234
Available estimation commands for various analyses . . .. ... .. 313
Four commonly used binary outcome models . .. ... .... ... 446
Stata commands for the estimation of multinomial models . . . . . . 480
Quantities for observations left-censored aty . . . .. ... .. ... 535
Expressions for conditional and unconditional means . . . . ... .. 548
Goodness-of-fit criteria for sixmodels . . . .. .. ... ... ..., 584
Stata nonlinear panel commands . . .. ... .......... ... 604






Figures

1.1

2.1
2.2
2.3

24
25
2.6
2.7
2.8

2.9

3.1

3.2

4.1
4.2
4.3
44

5.1

7.1
7.2

Basichelpcontents . . ... .. .. ... ... . ... ... ... 4
A basic scatterplot of log earningson hours . . ... ... ... ... 57
A more elaborate scatterplot of log earningson hours . . . . . . . .. 58
Box-and-whisker plots of annual hours for four categories of educational
attainment. . . . ... L . 61
A histogram for logearnings . . . . . . .. .. ... L. ... 62
The estimated density of log earnings. . . . . .. .. ... ...... 63
Histogram and kernel density plot for natural logarithm of earnings 64
Twoway scatterplot and fitted quadrat'ic with confidence bands ... 65
Scatterplot, lowess, and local linear curves for natural logarithm

of earnings plotted against hours . . . . . . . ... ... ... ..., 67

Multiple scatterplots for each ievel of education . . . . .. ... ... 68

Comparison of densities of level and natural logarithm of medical

expenditures . . . . . . . . ... e e e e 79
Residuals plotted against fitted values after OLS regression . . . . . . 91
x>(10) and Poisson(5) draws . . . . . . . ... e . 120
Histogram for one sampleofsize 30 . . . . .. .. .. ... ...... 121

Histogram of the 10,000 sample means, each from a sample of size 30 124

t statistic density against asymptotic distribution . . . . . ... ... 139
Absolute residuals graphed against zpandzg . . .. .. .. ... .. 153
Quantiles of the dependent variable . . . . .. ... ... ....... 209
QR and OLS coeflicients and confidence intervals for each regressor

as g varies fromOtol .. ... .. e e e e e 216



xxxviii

7.3
74

8.1

8.2
8.3

11.1

12.1
12.2

14.1

17.1
17.2

Figures

Density of u, quantiles of y, and scatterplots of (y,z2) and (y,z3) . . 219

Quantile plots of count docvis (left) and its jittered transform
(right) - - . o 223

Time-series plots of log wage against year and weeks worked against
year for each of the first 20 observations . . ... ... ... ..... 241

Overall scatterplot of log wage against experience using all observations 242

Within scatterplot of log-wage deviations from individual means

against experience deviations from individual means . . ... .. .. 243
Objective function with multiple optimums . . . . . e e 358
Xx2(5) density compared with 5 times F(5,30) density . . . . ... .. 388

Power curve for the test of Hyp: 82 = 2 against H,: B, # 2 when
B2 takes on the values 35 = 1.6,...,2.4 under H, and N = 150

and S =1000 . - - . . o e e e e 410
Predicted probabilities versus hhincome . . ... ... .. ... ... 461
Four count distributions . . . . . .. ... .. ... . L., 577
Fitted values distribution, FMM2-P . . . . .. .. .. .. ....... 582



Preface

This book explains how an econometrics computer package, Stata, can be used to per-
form regression analysis of cross-section and panel data. The term microeconometrics
is used in the book title because the applications are to economics-related data and be-
cause the coverage includes methods such as instrumental-variables regression that are
emphasized more in economics than in some other areas of applied statistics. However,
many issues, models, and methodologies discussed in this book are also relevant to other
social sciences.

The main audience is graduate students and researchers. For them, this book
can be used as an adjunct to our own Microeconometrics: Methods and Applications
(Cameron and Trivedi 2005), as well as to other graduate-level texts such as Greene
{2008) and Wooldridge (2002). By comparison to these books, we present little theory
and instead emphasize practical aspects of implementation using Stata. More advanced
topics we cover include quantile regression, weak instruments, nonlinear optimization,
bootstrap methods, nonlinear panel-data methods, and Stata’s matrix programming
language, Mata.

At the same time, the book provides introductions to topics such as ordinary least-
squares regression, instrumental-variables estimation, and logit and probit models so
that it is suitable for use in an undergraduate econometrics class, as a complement to
an appropriate undergraduate-level text. The following table suggests sections of the
book for an introductory class, with the caveat that in places formulas are provided
using matrix algebra.

Stata basics Chapter 1.1-1.4
Data management Chapter 2.1-2.4, 2.6
OLS Chapter 3.1-3.6
Simulation Chapter 4.6-4.7

GLS (heteroskedasticity) Chapter 5.3
Instrumental variables Chapter 6.2-6.3

Linear panel data Chapter 8
Logit and probit models Chapter 14.1-14.4
Tobit model Chapter 16.1-16.3

Although we provide considerable detail on Stata, the treatment is by no means
complete. In particular, we introduce various Stata commands but avoid detailed listing
and description of cornmands as they are already well documented in the Stata manuals
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and online help. Typically, we provide a pointer and a brief discussion and often an
example.

As much as possible, we provide template code that can be adapted to other prob-
lems. Keep in mind that to shorten output for this book, our examples use many fewer
regressors than necessary for serious research. Our code often suppresses intermedi-
ate output that is important in actual research, because of ectensive use of command
quietly and options nolog, nodots, and noheader. And we minimize the use of graphs
compared with typicai use in exploratory data analysis.

We have used Stata 10, including Stata updates.! Instructions on how to obtain
the datasets and the do-files used in this book are available on the Stata Press web
site at http://www.stata-presscom/data/mus.html. Any corrections to the book will
be documented at http://www.stata-press.com/books/mus.html.

We have learned a lot of econometrics, in addition to learning Stata, during this
project. Indeed, we feel strongly that an effective learning tool for econometrics is
hands-on learning by opening a Stata dataset and seeing the effect of using different
methods and variations on the methods, such as using robust standard errors rather than
default standard errors. This method is beneficial at all levels of ability in econometrics.
Indeed, an efficient way of familiarizing yourself with Stata’s leading features might be
to execute the commands in a relevant chapter on your own dataset.

We thank the many people who have assisted us in preparing this book. The project
grew out of our 2005 book, and we thank Scott Parris for his expert handling of that
book. Juan Du, Qian Li, and Abhijit Ramalingam carefully read many of the book
chapters. Discussions with John Daniels, Oscar Jorda, Guido Kuersteiner, and Doug
Miller were particularly helpful. We thank Deirdre Patterson for her excellent editing
and Lisa Gilmore for managing the IWIEX formatting and production of this book.
Most especially, we thank David Drukker for his extensive input and encouragement at
all stages of this project, including a thorough reading and critique of the final draft,
which led to many improvements in both the econometrics and Stata components of
this book. Finally, we thank our respective families for making the inevitable sacrifices
as we worked to bring this multiyear project to completion.

Davis, CA A. Colin Cameron
Bloomington, IN Pravin K. Trivedi
October 2008

1. To see whether you have the latest update, type update query. For those with earlier versions of
Stata, some key changes are the following: Stata 9 introduced the matrix programming language,
Mata. The syntax for Stata 10 uses the vce(robust) option rather than the robust option to
obtain robust standard errors. A mid-2008 update of version 10 introduced new random-number
functions, such as runiform({) and rnormal{).
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This chapter provides some of the basic information ‘about issuing commands in Stata.
Sections 1.1-1.3 enable a first-time user to begin using Stata interactively. In this book,
we instead emphasize storing these commands in atext file, called a Stata do-file, that is
then executed. This is presented in section 1.4. Sections 1.5-1.7 present more-advanced
Stata material that might be skipped on a first reading.

The chapter concludes with a summary of some commonly used Stata commands and
with a template do-file that demonstrates many of the tools introduced in this chapter.
Chapters 2 and 3 then demonstrate many of the Stata commands and tools used in
applied microeconometrics. Additional features of Stata are introduced throughout the
book and in appendices A and B.

1.1 Interactive use

Interactive use means that Stata commands are initiated from within Stata.

A graphical user interface (GUI) for Stata is available. This enables almost all Stata
commands to beselected from drop-down menus. Interactive useisthen especially easy,
as there is no need to know in advance the Stata command.

All implementations of Stata allow commands to be directly typed in; for exam-
ple, entering summarize yields summary statistics for the current dataset. This is the
primary way that Stata is used, as it is considerably faster than working through drop-
down menus. Furthermore, for most analyses, the standard procedure is to aggregate
the various commands needed into one file called a do-file (see section 1.4) that can be
run with or without interactive use. We therefore provide little detail on the Stata GUI.

For new Stata users, we suggest entering Stata, usually by clicking on the Stata icon,
opening one of the Stata example datasets, and doing some basic statistical analysis.
To obtain example data, select Fiile > Example Datasets..., meaning from the File
menuy, select the entry Example Datasets.... Then click on the link to Example
datasets installed with Stata. Work with the dataset auto.dta; this is used in
many of the introductory examples presented in the Stata documentation. First, select
describe to obtain descriptions of the variables in the dataset. Second, select use to
read the dataset into Stata. You can then obtain summary statistics either by typing
summarize in the Command window or by selecting Statistics > Summaries, tables,
and tests > Summary and descriptive statistics > Summary statistics. You
can run a simple regression by typing regress mpg weight or by selecting Statistics
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> Linear models and related > Linear regression and then using the drop-down
lists in the Model tab to choose mpg as the dependent variable and weight as the
independent variable.

The Stata manual [GS] Getting Started with Stata is very helpful, especially [GS]
3 A sample session, which uses typed-in commands, and [GS] 4 The Stata user
interface.

The extent to which you use Stata in interactive mode is really a personal preference.
There are several reasons for at least occasionally using interactive mode. First, it can
be useful for learning how to use Stata. Second, it can be useful for exploratory analysis
of datasets because you can see in real time the effect of, for example, adding or dropping
regressors. If you do this, however, be sure to first start a session log file (see section 1.4)
that saves the commands and resulting output. Third, you can use help and related
commands to obtain online information about Stata commands. Fourth, one way to
implement the preferred method of running do-files is to use the Stata Do-file Editor in
interactive mode.

Finally, components of a given version of Stata, such as version 10, are periodically
updated. Entering update query determines the current update level and provides the
option to install official updates to Stata. You can also install user-written commands
in interactive mode once the relevant software is located using, for example, the findit
command.

1.2 Documentation

Stata documentation is extensive; you can find it in hard copy, in Stata (online), or on
the web.

1.2.1 Stata manuals

For first-time users, see [GS] Getting Started with Stata. The most useful manual is [U]
User's Guide. Entries within manuals are referred to using shorthand suchas [U] 11.1.4
in range, which denotes section 11.1.4 of [U] User's Guide on the topic in range.

Many commands are described in [R] Base Reference Manual, which spans three
volumes. For version 10, these are A-H, I-P, and Q-Z. Not all Stata commands appear
here, however, because some appear instead in the appropriate topical manual. These
topical manuals are [D] Data Management Reference Manual, [G] Graphics Reference
Manual, [M] Mata Reference Mamal (two volumes), [MV] Multivariate Statistics Refer-
ence Manual, [P] Programming Reference Manual, [ST] Survival Analysis and Epidemio-
logical Tables Reference Manual, [SVY] Survey Data Reference Manual, [1S] Time-Series
Reference Manual, and [XT| Longitudinal/Panel-Data Reference Manual For example,
the generate command appears in [D] generate rather than in [R].

For a complete list of documentation, see [U] 1 Read this—it will help and also
[1] Quick Reference and Index.
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1.2.2 Additional Stata resources

The Stata Journal (8J) and its predecessor, the Stata Technical Bulletin (STB), present
examples and code that go beyond the current installation of Stata. SJ articles over
three years old and all STB articles are available online from the Stata web site at no
charge. You can find this material by using various Stata help commands given later in
this section, and you can often install code as a free user-written command.

The Stata web site has a lot of information. This includes a summary of what Stata
does. A good place to begin is http://www.stata.com/support/. In particular, see the
answers to frequently asked questions (FAQs). )

The University of California—~Los Angeles web site
http://www.ats.ucla.edu/STAT /stata/ provides many Stata tutorials.

1.2.3 The help command

Stata has extensive help available once you are in the program.

The help command is most useful if you already know the name of the command
for which you need help. For example, for help on the regress command, type

. help regress
(output omitted)

Note that here and elsewhere the dot (.) is not typed in but is provided to enable
distinction between Stata commands (preceded by a dot) and subsequent Stata output,
which appears with no dot.

The help command is also useful if you know the class of commands for which you
need help. For example, for help on functions, type

help functicn
(output omitted)

(Continued on next page)
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Often, however, you need to start with the basic help command, which will open
the Viewer window shown in figure 1.1.

. help

Viewer (#1) [Help Contents]

@@o@@mm AT

) Comonts, | (Wi New] (o_Nows ]

e

Top
HT i
s . :
. language syntax, expressions and functions,
B inputting, editing, creating new variables, ...
i statistics
i sumnary statistics, tables, estimation, ...
aratrics

scatterplots, bar chdrts, ...
Prograuring and oatsr-ices N

do-files, ado-files, Mata, matrices
|
f| Help file Jisrings
(] Language SyrrEax
U advice on what to type

ATELTS

download datasets from the Reference manuals

Copyrights

Figure 1.1. Basic help contents

For further details, click on a category and subsequent subcategories.

For help with the Stata matrix programming language, Mata, add the term mata
after help. Often, for Mata, it is necessary to start with the very broad command

. help mata
(output omitted )

and then narrow the results by selecting the appropriate categories and subcategories.

1.2.4 The search, findit, and hsearch commands

There are several search-related commands that do not require knowledge of command
names.

For example, the search command does a keyword search. It is especially useful if
you do not know the Stata command name or if you want to find the many places that
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a command or method might be used. The default for search is to obtain information
from official help files, FAQs, examples, the SJ, and the STB but not from Internet
sources. For example, for ordinary least squares (OLS) the command

. scarch ols
(output omitted)

finds references in the manuals [R], [MV], [SVY], and [XT]; in FAQs; in examples; and
in the SJ and the STB. It also gives help commands that you can click on to get
further information without the need to consult the manuals. The net search command
searches the Internet for installable packages, including code from the SJ and the STB.

The findit command provides the broadest possible keyword search for Stata-
related information. You can obtain details on this command by typing help findit.
To find information on weak instruments, for example, type

. findit weak instr
(output omitted)

This finds joint occurrences of keywords beginning with the letters “weak” and the
letters “instr”.

The search and findit commands lead to keyword searches only. A more detailed
search is not restricted to keywords. For example, the hsearch command searches all
words in the help files (extension .sthlp or .hlp) on your computer, for both official
Stata commands and user-written commands. Unlike the findit command, hsearch
uses a whole word search. For example,

. hsearch weak instrument

(output omitted)

actually leads to more results than hsearch weak instr.

The hsearch command is especially useful if you are unsure whether Stata can
perform a particular task. In that case, use hsearch first, and if the task is not found,
then use findit to see if someone else has developed Stata code for the task.

1.3 Command syntax and operators

Stata command syntax describes the rules of the Stata programming language.

1.3.1 Basic command syntax

The basic command syntax is almost always some subset of

[pﬂeﬁa::] command [varlist] [= e:r:p} [zf} [m} [weight]

[using filename] [, options |
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The square brackets denote qualifiers that in most instances are optional. Words in
the typewriter font are to be typed into Stata like they appear on the page. Italicized
words are to be substituted by the user, where

o prefiz denotes a command that repeats execution of command or modifies the
input or output of command,

e command denotes a Stata command,
o varlist denotes a list of variable names,
o erp is a mathematical expression,

o weight denotes a weighting expression,
e filename is a filename, and

e options denotes one or more options that apply to command.

The greatest variation across commands is in the available options. Commands
can have many options, and these options can also have options, which are given in
parentheses.

Stata is case sensitive. We generally use lowercase throughout, though occasionally
we use uppercase for model names.

Commands and output are displayed following the style for Stata manuals. For
Stata commands given in the text, the typewriter font is used. For example, for OLS,
we use the regress command. For displayed commands and output, the commands
have the prefix . (a period followed by a space), whereas output has no prefix. For
Mata commands, the prefix is a colon (:) rather than a period. Output from commands
that span more than one line has the continuation prefix > (greater-than sign). For a
Stata or Mata program, the lines within the program do not have a prefix.

1.3.2 Example: The summarize command

The summarize command provides descriptive statistics (e.g., mean, standard deviation)
for one or more variables.

You can obtain the syntax of summarize by typing help summarize. This yields
output including

summarize [varlist} [zf} [m] [weight} [, options}

It follows that, at the minimum, we can give the command without any qualifiers. Unlike
some commands, surmarize does not use [u ezp] or [using ﬁlename}.

As an example, we use a commonly used, illustrative dataset installed with Stata
called auto.dta, which has information on various attributes of 74 new automobiles.
You can read this dataset into memory by using the sysuse command, which accesses
Stata-installed datasets. To read in the data and obtain descriptive statistics, we type
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. sysuse auto.dta

(1978 Automobile Data)

. summarize

Variable Obs Mean Std. Dev. Min Max
make 0

price 74 6165.257 2949.496 3291 15906

mpg 74 21.2973 5.785503 12 41

rep78 69 3.405797 .9899323 1 5

headroom 74 2.993243 .8459948 1.5 5

trunk 74 13.75676 4.277404 5 23

weight 74 3019.459 777.1936 1760 4840

length 74 187.9324 22.26634 142 233

turn 74 39.64865 4,399354 31 51

displacement 74 197.2973 91.83722 79 425

gear_ratio 74 3. 014865 .4562871 2.19 3.89

foreign 74 .2972973 .4601885 0 1

The dataset comprises 12 variables for 74 automobiles. The average price of the au-
tomobiles is $6,165, and the standard deviation is $2,949. The column Obs gives the
number of observations for which data are available for each variable. The make vari-
able has zero observations because it is a string (or text) variable giving the make of the
automobile, and summary statistics are not applicable to a nonnumeric variable. The
rep78 variable is available for only 69 of the 74 observations.

A more focused use of summarize restricts attention to selected variables and uses
one or more of the available options. For example,

. summarize mpg price weight, separator(1)

Variable Obs Mean Std. Dev. Min Max
mpg 74 21,2973 5.785503 12 41
price 74 6165.257 2949.496 3291 15906
weight | 74 3019.459 777.1936 1760 4840

provides descriptive statistics for the mpg, price, and weight variables. The option

separator(l) inserts a line between the output for each variable.

1.3.3 Example: The regress command

The regress command implements OLS regression.

You can obtain the syntax of regress by typing help regress. This yields output

including

regress depvar [indepvars} [zf} [m] [weig‘ht} [, options]
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It follows that, at the minimum, we need to include the variable name for the dependent
variable (in that case, the regression is on an intercept only). Although not explicitly
stated, prefixes can be used. Many estimation commands have similar syntax.

Suppose that we want to run an OLS regression of the mpg variable (fuel economy in
miles per gallon) on price (auto price in dollars) and weight (weight in pounds). The
basic command is simply

. regress mpg price weight

Source sS df MS Number of obs = 74
F(C 2, 71) = 66.85

Model 1595.93249 2 797.966246 Prob > F = 0.0000
Residual 847.526967 71 11.9369995 R-squared = 0.6531
Adj R-squared = 0.6434

Total 2443.45946 73 33.4720474 Root MSE = 3.455
mpg Coef. Std. Err. t P>ltl (954 Conf. Intervall
price -.0000935 .0001627 -0.57 0.567 -.000418 .0002309
weight -.0058175 .0006175 -9.42 0.000 -.0070489 -.0045862
_cons 39.43966 1.621563 24.32 0.000 36.20635 42.67296

The coefficient of -.0058175 for weight implies that fuel economy falls by 5.8 miles per
gallon when the car’s weight increases by 1,000 pounds.

A more complicated version of regress that demonstrates much of the command
syntax is the following:

. by foreign: regress mpg price weight if weight < 4000, vce(robust)
(out put omitted)

Foreach value of the foreign variable, here either O or 1, this command fits distinct OLS
regressions of mpg on price and weight. The if qualifier limits the sample to cars with
weight less than 4,000 pounds. The vce(robust) option leads to heteroskedasticity-
robust standard errors being used.

Output from commands is not always desired. We can suppress output by using the
quietly prefix. For example,

. quietly regress mpg price weight

The quietly prefix does not require a colon, for historical reasons, even though it is
a command prefix. In this book, we use this prefix extensively to suppress extraneous
output.

The preceding examples used one of the available options for regress. From help
regress, we find that the regress command has the following options: noconstant,
hascons, tsscons, vce (vcetype), level(#), beta, eform(string), noheader, plus,
depname (varname), and msel.
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1.3.4 Abbreviations, case sensitivity, and wildcards

Commands and parts of commands can be abbreviated to the shortest string of charac-
ters that uniquely identify them, often just two or three characters. For example, we can
shorten summarize to su. For expositional clarity, we do not use such abbreviations in
this book; a notable exception is that we may use abbreviations in the options to graph-
ics commands because these commands can get very lengthy. Not using abbreviations
makes it much easier to read your do-files.

Variable names can be up to 32 characters long, where the characters can be A-Z,
a-z, 0-9, and _ (underscore). Some names, such as in, are reserved. Stata is case
sensitive, and the norm is to use lowercase.

We can use the wildcard * (asterisk) for variable names in commands, provided
there is no ambiguity such as two potential variables for a one-variable command. For
example, :

. summarize t*

Variable I Obs Mean Std. Dev. Min Max
trunk 74 13.75676 4,277404 5 23
turn 74 39.64865 4. 399354 31 51

provides summary statistics for all variables with names beginning with the letter t.
Where ambiguity may arise, wildcards arc not permitted.

1.3.5 Arithmetic, relational, and logical operators

The aritlunetic operators in Stata are + (addition), - (subtraction), * (multiplication),
/ (division), - (raised to a power), and the prefix: - (negation). For example, to compute
and display ~2 x {9/(8+ 2 — 7)}?, which simplifies to —2 x 32, we type

. display -2*(9/(8+2-7))"2
-18.

If the arithmetic 6peration is not possible, or data are not available to perform the
operation, then a missing value denote by . is displayed. For example,

. display 2/0

The relational operators are > (greater than), < (less than), >= (greater than or
equal), <= (less than or equal), == (equal), and != (not equal). These are the obvious
symbols, except that a pair of equal-signs is used for equality, and != denotes not equal.
Relational operators are often used in if qualifiers that define the sample for analysis.

Logical operators return 1 for true and O forfalse. The logical operators are & (and),
| (or), and ! (not). The operator ~ can be used in place of !. Logical operators are
also used to define the sample for analysis. For example, to restrict regression analysis
to smaller less expensive cars, type
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regress mpg price weight if weight <= 4000 & price <= 10000
(output omitted)

The string operator + is used to concatenate two strings into a single, longer string.

The order of evaluation of all operators is ! (or ~), -, - (negation), /, *, - (subtrac-
tion), +, '= (or "=), >, <, <=, >= == & and |.

1.3.6 Error messages

Stata produces error messages when a command fails. These messages are brief, but a
fuller explanation can be obtained from the manual or directly from Stata.

For example, if we regress mpg on notthere but the notthere variable does not
exist, we get

. regress mpg notthere

variable notthere not found
r(111);

Here r(111) denotes return code 111. You can obtain further details by clicking on
r(111); if in interactive mode or by typing

, search rc 111

(output omitted)

1.4 Do-files and log fites

For Stata analysis requiring many commands, or requiring lengthy commands, it is best
to collect all the commands into a program (or script) that is stored in a text file called
a do-file.

In this book, we perform data analysis using a do-file. We assume that the do-file
and, if relevant, any input and output files are in a common directory and that Stata
is executed from that directory. Then we only need to provide the filename rather than
the complete directory structure. For example, we can refer to a file asmus02data.dta
rather than c:\mus\chapter2\mus0O2data.dta.

1.4.1 Writing a do-file

A do-file is a text file with extension .do that contains a series of Stata commands.

As an example, we write a two-line program that reads in the Stata example dataset
auto.dta and then presents summary statistics for the mpg variable that we already
know is in the dataset. The commands are sysuse auto.dta, clear, where the clear
option is added to remove the current dataset from memory, and summarize mpg. The
two commands are to be collected into a command file called a do-file. The filename
should include no spaces, and the file extension is . do. In this example, we suppose this
file is given the name example.do and is stored in the current working directory.
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To see the current directory, type cd without any arguments. To change to another
directory, cd is used with an argument. For example, in Windows, to change to the

directory c:\Program Files\StatalO\, we type

. cd "c:\Program Files\Stata10"
c:\Program Files\Statal0

The directory name is given in double quotes because it includes spaces. Otherwise, the
double quotes are unnecessary.

One way to create the do-file is to start Stata and use the Do-file Editor. Within
Stata, we select Window > Do-file Editor > New Do-file, type in the commands,
and save the do-file.

Alternatively, type in the commands outside Stata by using a preferred text editor.

Ideally, this text editor supports multiple windows, reads large files (datasets or output),
and gives line numbers and column numbers.

The type command lists the contents of the file. We have

. type example.do
sysuse auto.dta, clear
summarize mpg

1.4.2 Running do-files

You can run (or execute) an already-written do-file by using the Command window.
Start Stata and, in the Command window, change directory (cd) to the directory that
has the do-file, and then issue the do command. We obtain

. do example.do

. sysuse auto.dta.'clear
(1978 Automobile Data)

. summarize mpg
Variable [ Obs Mean Std. Dev. Min Max

opg l 74 21.2973 5.785503 12 41
end of do-file

where we assume that example.do is in directory c:\Program Files\Statal0\.

An alternative method is to run the do-file from the Do-file Editor. Select Window
> Do-file Editor > New Do-file, and then select File > Open... and the appropriate
file, and finally select Tools > Do. An advantage to using the Do-file Editor is that
you can highlight or select just part of the do-file.and then execute this part by selecting
Tools > Do Selection.

You can also run do-files noninteractively, using batch mode. This initiates Stata,
executes the commands in the do-file, and (optionally) exits Stata. The term batch



12 Chapter 1 Stata basics

mode is a throwback to earlier times when each line of a program was entered on a
separate computer card, so that a program was a collection or “batch” of computer
cards. For example, to run example.do in batch mode, double-click on example.do in
Windows Explorer. This initiates Stata and executes the file’s Stata commands. You
can also use the do command. (In Unix, you would use the stata -b example.do
command.)

It can be useful to include the set more off command at the start of a do-file so
that output scrolls continuously rather than pausing after each page of output.

1.4.3 Log files

By default, Stata output is sent to the screen. For reproducibiiity, you should save this
output in a separate Gle. Another advantage to saving output is that lengthy output
can be difficult to read on the screen; it can be easier to review results by viewing an
output file using a text editor.

A Stata output file is called a log file. It stores the commands in addition to the
output from these conimands. The default Stata extension for the file is .1og, but you
can choose an alternative extension, such as .txt. An extension name change may be
worthwhile because several other programs, such as JXTEX compilers, also create files
with the .log extension. Log files can be read as either standard text or in a special
Stata code called smci (Stata Markup and Control Language). We use text throughout
this book, because it is easier to read in a text editor. A useful convention can be to
give the log the same filename as that for the do-file. For example, for example.do, we
save the output as example.txt.

A log file is created by using the log command. In a typical analysis, the do-file will
change over time, in which case the output file will also change. The Stata default is
to protect against an existing log being accidentally overwritten. To create a log file in
text form named example.txt, the usual command is

. log using example. txt, text replace

The replace option permits the existing version of example.txt, if there is one, to be
overwritten. Without replace, Stata will refuse to open the log file if there is already
a file called example. txt.

In some cases, we may not want to overwrite the existing log, in which case we
would not specify the replace option. The most likely reason for preserving a log is
that it contains important results, such as those from final analysis. Then it can be
good practice to rename the log after analysis is complete. Thus example.txt might
be renamed example07052008. txt.

When a program is finished, you should close the log file by typing log close.

Thelog can be very lengthy. If you need a hard copy, you can edit the log to
include only essential results. The text editor you use should use a monospace font such
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as Courier New, where each character takes up the same space, so that output table
columns will be properly aligned.

The log file includes the Stata commands, with a dot (.) prefix, and the output.
You can use a log file to create a do-file, if a do-file does not already exist, by deleting
the dot and all lines that are command results (no dot). By this means, you can do
initial work using the Stata GUI and generate a do-file from the session, provided that
you created a log file at the beginning of the session.

1.4.4 A three-step process

Data analysis using Stata can repeatedly use the following three-step process:

1. Create or change the do-file.
2. Execute the do-file in Stata.

3. Read the resulting log with a text editor.

Theinitial do-file can be written by editing a previously written do-file that is a useful
template or starting point, especially if it uses the same dataset or the same commands
as the current analysis. The resulting log may include Stata errors or estimation results
that lead to changes in the original do-file and so on.

Suppose we have fitted several models and now want to fit an additional model. In
interactive mode, we would type in the new command, execute it, and see the results.
Using the three-step process, we add the new command to the do-file, execute the do-
file, and read the new output. Because many Stata programs execute in seconds, this
adds little extra time compared with using interactive mode, and it has the benefit of
having a do-file that can be modified for later use.

1.4.5 Comments and long lines

Stata do-files can include comments. This can greatly increase understanding of a
program, which is especially useful if you return to a program and its output a year or
two later. Lengthy single-line comments can be allowed to span several lines, ensuring
readability. There are several ways to include comments:

e For single-line comments, begin the line with an asterisk (*); Stata ignores such
lines.

o For a comment on the same line as a Stata command, use two slashes (//) after
the Stata command.

e For multiple-line comments, place the cornmented text between slash-star (/*)
and star-slash (*/).
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The Stata default is to view each line as a separate Stata command, where a line
continues until a carriage return (end-of-line or Enter key) is encountered. Some com-
mands, such as those for nicely formatted graphs, can be very long. For readability,
these commands need to span more than one line. The easiest way to break a line at,
say, the 70th columnn is by using three slashes (///) and then continuing the command
on the next line.

The following do-file code includes several comments to explain the program and
demonstrates how to allow a command to span more than one line.

* Demonstrate use of comments

* This program reads in system file auto.dta and gets simmary statistics
clear // Remove data from memory

* The next code shows how to allow a single command to span two lines
sysuse ///

auto.dta

summarize

For long commands, you can alternatively use the command #delimit command.
This changes the delimiter from the Stata default, which is a carriage return (i.e., end-
of-line), to a semicolon. This also permits more than one command on a single line.
The following code changes the delimiter from the default to a semicolon and back to
the default:

* Change delimiter from cr to semicolon and back to cr

#delimit ;

* More than one command per line and command spans more than one line;
clear; sysuse

auto.d ta; summarize;

#delimit cr

We recommend using /// instead of changing the delimiter because the comment
method produces more readable code.

1.4.6 Different implementations of Stata

The different platforms for Stata share the same command syntax; however, commands
can change across versions of Stata. For this book, we use Stata 10. To ensure that
later versions of Stata will continue to work with our code, we include the version 10
command near the beginning of the do-file.

Different implementations of Stata have different limits. A common limit encoun-
tered is the memory allocated to Stata, which restricts the size of dataset that can be
handled by Stata. The default is small, e.g., 1 megabyte, so that Stata does not occupy
too much memory, permitting other tasks to run while Stata is used. Another common
limit is the size of matrix, which limits the number of variables in the dataset.
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You can increase or decrease the limits with the set command. For example,
. set matsize 300

sets the maximum number of variables in an estimation command to 300.

The maximum possible values vary with the version of Stata: Small Stata, Stata/IC,
Stata/SE, or Stata/MP. The help limits command provides details on the limits for
the current implementation of Stata. The query and creturn list commands detail
the current settings.

1.5 Scalars and matrices

Scalars can store a single number or a single string, and matrices can store several
numbers or strings as an array. We provide a very brief introduction here, sufficient for
use of the scalars and matrices in section 1.6.

1.5.1 Scalars

A scalar can store a single number or string. You can display the contents of a scalar
by using the display command.

For example, to store the number 2 x 3 as the scalar a and then display the scalar,
we type

. * Scalars: Example
. scalar a = 2*3

. scalar b = "2 times 3 = "

. display b a
2 times 3 = 6

One common use of scalars, detailed in section 1.6, is to store the scalar results
of estimation commands that can then be accessed for use in subsequent analysis. In
section 1.7, we discuss the relative merits of using a scalar or a macro to store a scalar

quantity.

1.5.2 Matrices

Stata provides two distinct ways to use matrices, both of which store several numbers or
strings as an array. One way is through Stata commands that have the matrix prefix.
More recently, beginning with version 9, Stataincludes a matrix programming language,
Mata. These two methods are presented in, respectively, appendices A and B.

The following Stata code illustrates the definition of a specific 2 x 3 matrix, the
listing of the matrix, and the extraction and display of a specific element of the matrix.
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. * Matrix commands: Example
. matrix definme A = (1,2,3 \ 4,5,6)

..matrix list A

AL2,3]

cl c2 c3
ri 1 2 3
r2 4 5 6

. scalar c = A[2,3]

. display c
6

1.6 Using results from Stata commands

One goal of this book is to enable analysis that uses more than just Stata built-in com-
mandsand printed output. Much of thisadditional analysis entails further computations
after using Stata commands.

1.6.1 Using results from the r-class command summarize

The Stata commands that analyze the data but do not estimate parameters are r-class
commands. All r-class commands save their results in r(). The contents of r() vary
with the command and are listed by typing return list.

Asan example, we list the results stored after using summarize:

. » Illustrate use of return list for r-class command summarize
. summarize mpg

Variable 1 Obs Mean Std. Dev. Min Max
opg | 74 21.2973 5.785503 12 41
. return list
scalars:
r(N) = 74
r(sum.w) = 74
r(mean) = 21.2972972972973
r(Var) = 33.47204738985561
r(sd) = 5.785503209735141
r(min) = 12
r(max) = 41
r(sum) = 1576

There are eight separate results stored as Stata scalars with the names r(N), r(sum.w),
..., r(sum). These are fairly obvious aside from r(sum w), which gives the sum of the
weights. Several additional results are returned if the detail option to summarize is
used; see [R] summarize.
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The following code calculates and displays the range of the data:

* Illustrate use of r()
quietly summarize mpg

scalar range = r(max) - r(min)

display "Sample range = " range
Sample range = 29

The results in r() disappear when a subsequent r-class or e-class command is exe-
cuted. We can always save the value as a scalar. It can be particularly useful to save
the sample mean.

* Save a result in r() as a scalar
. scalar mpgmean = r(mean)

1.6.2 Using results from the e-class command regress

Estimation commands are e-class commands (or estimation-class commands), such as
regress. The results are stored in e(), the contents of which you can view by typing
ereturn list.

A leading example is regress for OLS regression. For example, after typing

. regress mpg price weight

Source SS df MS Number of obs = 74
F( 2, 71) = 66.85

Model 1595.93249 2 T797.966246 Prob > F = 0.0000
Residual 847.526967 71 11.9369995 R-squared = 0.6531
Adj R-squared = 0.6434

Total 2443.45946 73 33.4720474 Root MSE = 3.455
mpg . Coef. Std. Err. t P>lt! [95%4 conf. Intervall
price -.0000935 .0001627 -0.57 0.567 -.000418 .0002309
weight -.0058175 .0006175 -9.42 0.000 -.0070489 -.0045862
_cons 39.43966 1.621563 24.32 0.000 36.20635 42.67296

ereturn list yields

. * ereturn list after e-class command regress
. ereturn list

scalars:
e(N) = 74
e(df_m) = 2
e(df_r) = 71
e(F) = 66.84814256414501
e(r2) = .6531446579233134
e(rmse) = 3.454996314099513
e(mss) = 1595.932492798133
e(rss) = 847.5269666613265
e(r2_a) = ,6433740849070687
a(1ll) = -195.2169813478502
e(11_0) = -234.3943376482347
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macros:
e(cmdline) : "regress mpg price weight"
e(title) : "Linear regression"
e(vce) : "ols"
e(depvar) : "mpg"
e(cmd) : "regress"
e(properties) "b v
e(predict) : "regres_p"
e(model) "ols"
e(estat_cmd) : "regress_estat"
matrices:
e(b) : 1x3
e(v) : 3x3
functions:
e(sample)

The key numeric output in the analysis-of-variance table is stored as scalars. As
an example of using scalar results, consider the calculation of R2. The model sum of
squares is stored in e(mss), and the residual sum of squares is stored in e (rss), so that

. * Use of e() where scalar
. scalar r2 = e(mss)/(e(mss)+e(rss))

. display "r-squared = " r2
r-squared = .65314466

The result is the same as the 0.6531 given in the original rcgression output.

The remaining numeric output is stored as matrices. Here we present methods to
extract scalars from these matricesand manipulate them. Specifically, we obtain the OLS
coefficient of price from the 1 x 3 matrix e (b), the estimated variance of this estimate
from the 3 x 3 matrix e(Vv), and then we form the t statistic for testing whether the
coefficient of price is zero:

. * Use of e() where matrix
. matrix best = e(b)

. scalar bprice = best[1,1]
. matrix Vest = e(V)

. scalar Vprice = Vest[1,1]

. scalar tprice = bprice/sqrt(Vprice)

. display "t statistic for HO: b_price = 0 is " tprice
t statistic for KO; b_price = 0 is -.57468079

The result is the same as the —0.57 given in the original regression output.

The resultsin e () disappear when a subsequent e-class command is executed. How-
ever, you can save the results by using estimates store, detailed in section 3.4.4.



1.7.1 Global macros . 5

1.7 Global and local macros

A macro is a string of characters that stands for another string of characters. For
example, you can use the macro x1list in place of "price weight". This substitution
can lead to code that is shorter, easier to read, and that can be easily adapted to similar
problems.

Macros can be global or local. A global macro is accessible across Stata do-files or
throughout a Stata session. A local macro can be accessed only within a given do-file
or in the interactive session.

1.7.1 Global macros

Global macros are the simplest macro and are adequate for many purposes. We use
global macros extensively throughout this book.

Global macros are defined with the global command. To access what wasstored in
a global macro, put the character $ immediately before the macro name. For example,
consider a regression of the dependent variable mpg on several regressors, where the
global macro x1ist is used to store the regressor list.

* Global macro definition and use
global xlist price weight

regress mpg $xlist, noheader // $ prefix is necessary
mpg Coef. Std. Err. t p>ltl [95%4 Conf. Intervall
price -.0000835 .0001627 -0.57 0.567 -.000418 .0002309
weight -.0058175 .0006175 -9.42 0.000 -.0070489 -.0045862
-cons 39.43966 1.621563 24.32 0.000 36.20635 42,67296

Globalmacrosare frequently used when fitting several different models with the same
regressor list because they ensure that the regressor list is the same in all instances and
they make it easy to change the regressor list. A single change to the global macro
changes the regressor list in all instances.

A second example might be where several different models are fitted, but we want to
hold a key parameter constant throughout. For example, suppose we obtain standard
errors by using the bootstrap. Then we might define the global macro nbreps for the
number of bootstrap replications. Exploratory data analysis might set nbreps to a
small value such as 50 to save computational time, whereas final results set nbreps to
an appropriately higher value such as 400.

A third example is to highlight key program parameters, such as the variable used
to define the cluster if cluster-robust standard errors are obtained. By gathering all
such global macros at the start of the program, it can be clear what the settings are for
key program parameters.
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1.7.2 Local macros

Local macros are defined with the local command. To access what was stored in the
local macro, enclose the macro name in single quotes. These quotes differ from how
they appear on this printed page. On most keyboards, the left quote is located at the

upper left, under the tilde, and the right quote is located at the middleright, under the
double quote.

As an example of a local macro, consider a regression of the mpg variable on several
regressors. We define the local macro x1ist and subsequently access its contents by
enclosing the name in single quotes as ~xlist".

. * Local macro definition and use
. local xlist "price weight"

. regress mpg ~xlist”, nokeader // single quotes are necessary
mpg Coef. Std. Err. t P>ltl [95% Conf. Intervall
price -.0000935 .0001627 -0.57 0.567 -.000418 .0002309
weight -.0058175 .0006175 -9.42 0.000 -.0070489 -.0045862
.cons 39.43966 1.621563 24.32 0.000 36.20635 42.67296

The double quotes used in defining the local macro as astringare unnecessary, which
is why we did not use them in the earlier global macro example. Using the double quotes
does emphasize that a text substitution has been made. The single quotes in subsequent
references to x1ist are necessary.

We could also use a macro to define the dependent variable. For example,

. * Local macro definition without double quotes

. local y mpg
. regress "y~ “xlist”, noheador
mpg Coef. Std. ErT. t P>ltl [95% Conf. Intervall
price -.0000935 .0001627 -0.57 0.567 -.000418 .0002309
weight -.0058175 .0006175 -9.42 0.000 -.0070489 -.0045862
_cons 39.43966 1.621563 24.32 0.000 36.20635 42.67296

Note that here "y~ is not a variable with N observations. Instead, it is the string mpg.
The regress command simply replaces “y~ with the text mpg, which in turn denotes a
variable that has N observations.

We can also define a local macro through evaluation of a function. For example,

* Local macro definition through function evaluation
local z = 2+2
display ‘=z~

4
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leadsto ‘z’ being the string 4. Using the equality sign when defining a macro causes the
macro to be evaluated as an expression. For numerical expressions, using the equality
sign stores the result of the expression and not the characters in the expression itself
in the macro. For string assignments, it is best not to use the equality sign. This is
especially true when storing lists of variables in IMacros. Strings in Stata expressions
can contain only 244 characters, fewer characters than many variable lists. Macros
assigned without an equality sign can hold 165,200 characters in Stata/I1C and 1,081,511
characters in Stata/MP and Stata/SE.

Local macros are especially useful for programming in Stata; see appendix A. Then,
for example, you can use "y~ and “x~ as generic notation for the dependent variable
and regressors, making the code easier to read.

Local macros apply only to the current program and have the advantage of no
potential conflict with other programs. They are preferred to. global macros, unless
there is a compelling reason to use global macros.

1.7.3 Scalar or macro?

A macro can be used in place of a scalar, but a scalar is simpler. Furthermore, [P] scalar
points out that using a scalar will usually be faster than using a macro, because a macro
requires conversion into and out of internal binary representation. This reference also
gives an example where macros lead to a loss of accuracy because of these conversions.

One drawback of a scalar, however, is that the scalar is dropped whenever clear
all is used. By contrast, a macro is still retained. Consider the following example:

. * Scalars disappear after clear all but macro does not
. global b 3 N

. local c 4
. scalar d = 5

. clear

. display $b..skip(3) “c¢c” // display macros

3 4

. display d // display the scalar
5

. clear all

. display $b _.skip(3) “c¢° // display macros

3 4

. display d // display the scalar
d not found

r(111);

Here the scalar d has been dropped after clear all, though not after clear.
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We use global macros in this text because there are cases in which we want the
contents of our macros to be accessible across do-files. A second reason for using global
macros is that the required $ prefix makesit clear that a global parameter is being used.

1.8 Looping commands

Loops provide a way to repeat the same command many times. We use loops in a
variety of contexts throughout the book.

Stata has three looping constructs: foreach, forvalues, and while. The foreach
construct loops over items in a list, where the list can be a list of variable names (possibly
given in a macro) or a .ist of numbers. The forvalues construct loops over consecutive
values of numbers. A while loop continues until a user-specified condition is not met.

We illustrate how to use these three looping constructs in creating the swn of four
variables, where each variable is created from the uniform distribution. There are many
variations in the way you can use these loop commands; see [P] foreach, [P] forvalues,
and [p] while.

The generate command is used to create a new variable. The runiform() function
provides a draw from the uniform distribution. Whenever random numbers are gener-
ated, we set the seed to a specific value with the set seed command so that subsequent
runs of the same program lead to the same random nun:bers being drawn. We have, for
example,

* Make artificial dataset of 100 observations on 4 uniform variables
clear

set obs 100
obs was 0, now 100

set seed 10101

generate xivar = runiform()
generate x2var = runiform()
generate x3var = runiform()

generate xdvar = runiform()

We want to sum the four variables. The obvious way to do this is

* Manually obtain the sum of four variables
generate sum = xivar + x2var + x3var + x4var

summarize sum
Variable l Obs Mean Std. Dev. Min Max

sum ! 100 2.093172 .594672 .5337163  3.204005

We now present several ways to use loops to progressively sum these variables.
Although only four variables are considered here, the same methods can potentially be
applied to hundreds of variables.
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1.8.1 The foreach loop

We begin by using foreach to loop over items in a list of variable names. Here the list
is x1var, x2var, x3var, and x4var.

The variable ultimately created will be called sum. Because sum already exists, we
need to first drop sum and then generate sum=0. The replace sum=0 command collapses
these two steps into one step, and the quietly prefix suppresses output stating that
100 observations have been replaced. Following this initial line, we use a foreach loop
and additionally use quietly within the loop to suppress output following replace.
The program is

* foreach loop with a variable list
quietly replace sum = 0

foreach var of varlist xlvar x2var x3var xdvar {

2. quietly replace sum = sum + "var’
3.}
summarTze sum
Variable Obs Mean Std. Dev. Min Max

sum | 100 2.093172 .594672 .5337163  3.204005

The result is the same as that obtained manually.

The preceding code is an example of a program (see appendix A) with the { brace
appearing at the end of the first line and the } brace appearing on its own at the last
line of the program. The numbers 2. and 3. do not actually appear in the program but
are produced as output. In the foreach loop, we refer to each variable in the variable
list varlist by the local macro named var, so that “var” with single quotes is needed
in subsequent uses of var. The choice of var as the local macro name is arbitrary and
other names can be used. The word varlist is necessary, though types of lists other
than variable lists ere possible, in which case we use numlist, newlist, global, or
local; see [P] foreach.

An attraction of using a variable list is that the method can be applied when
variable names are not sequential. For example, the variable names could have been
incomehusband, incomewife, incomechildl, and incomechild?2.

1.8.2 The forvalues loop

A forvalues loop iterates over consecutive values. In the following code, we let the
index be the local macro i, and i~ with single quotes is needed in subsequent uses of
i. The program

¥ forvalues loop to create a sum of variables
quietly replace sum = 0

forvalues i = 1/4 {

2. quietly replace sum = sum + x i’var

3.}
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summarize sum

Variable J sum { Obs Mean Std. Dev. Min Max

100 2.093172 .594672 .5337163  3.204005

produces the same result.

The choice of the name i for the local macro was arbitrary. In this example, the
increment is one, but you can use other increments. For example, if we use forvalues
i = 1(2)11, then the index goes from 1 to 11 in increments of 2.

1.8.3 The while loop

A while loop continues until a condition is no longer met. This method is used when
foreach and forvalues cannot be used. For completeness, we apply it to the summing
example.

In the following code, the local macro i is initialized to 1 and then incremented by
1 in each loop; looping continues, provided that i < 4.

. * While loop and local macros to create a sum of variables
. quietly replace sum = 0

. local i 1
. while "i° <= 4 {
2. quietly replace sum = sum + x'i‘var
3. local i = "i” + 1
4.}
. summarize sum
Variable E Obs Mean Std. Dev. Min Max
sum ! 100 2.093172 .594672  .5337163  3.204005

1.8.4 The continue command

The continue cominand provides a’way to prematurely cease execution of the current
loop iteration. This :nay be useful if, for example, the loop includes taking the log of
a number and we want to skip this iteration if the number is negative. Execution then
resumes at the start of the next loop iteration, unless the break option is used. For
details, see help continue.

1.9 Some useful commands

We have mentioned only a few Stata commands. See (U] 27.1 43 commands for a list
of 43 commands that everyone will find useful.
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1.10 Template do-file

The following do-file provides a template. It captures most of the features of Stata
presented in this chapter, aside from looping commands.

* 1. Program name

» musOlp2template.do written 2/15/2008 is a template do~file
* 2. Write output to a log file

log using musOlp2template.txt, text replace

* 3. Stata version

version 10.1 // so will still run in a later version of Stata
* 4., Program explanation

* This illustrative program creates 100 uniform variates

* 5. Change Stata default settings - two examples are given
set more off // scroll screen output by at full speed
set mem 20m // set aside 20 mb for memory space

* 6. Set program parameters using global macros

global numobs 100

local seed 10101

local xlist xvar

* 7. Generate data and summarize

set obs $numobs

set seed “seed”

generate xvar = runiform()

generate yvar = xvar-2

summarize

* 8. Demonstrate use of results stored in r()

summarize xvar

display "Sample range = " r(max)-r(min)

regress yvar “xlist~

scalar r2 = e(mss)/(e(mss)+e(rss))

display "r-squared = " r2
* 9. Close output file and exit Stata
log close

exit, clear -

1.11 User-written commands

We make extensive use of user-written commands. These are freely available ado-files
(see section A.2.8) that are easy to install, provided you are connected to the Internet
and, for computer lab users, that the computer lab places no restriction on adding
components to Stata. They are then executed in the same way as Stata commands.

As an example, consider instrumental-variables (IV) estimation. In some cases, we
know which user-written commands we want. For example, a leading user-written
command for IV is ivreg2, and we type findit ivreg2 to get it. More generally, we
can type the broader command

findit instrumental variables
(output omitted )

This gives information on IV commands available both within Stata and packages avail-
able on the web, provided you are connected to the Internet.
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Many entries are provided, often with several potential user-written commands and
several versions of a given user-written command. The best place to begin can be a
recent Stata Journal article because this code is more likely to have been closely vetted
for accuracy and written in a way suited to a range of applications. The listing from
the findit command includes

SJ-7-4 st0030_3 . . . . Enbanced routines for IV/GMM estimation and testing
............. C. F. Baum, M. E. Schaffer, and S. Stillman
(belp ivactest, ivendog, ivhettest, ivreg2, ivreset,

overid, rapktest if installed)

Q4/07  SJ 7(4):465--506

extension of IV and GMM estimation addressing hetero-

skedasticity- and autocorrelation-consistent standard

errors, weak instruments, LIML and k-class estimation,

tests for endogeneity and Ramsey s regression

specification-error test, and autocorrelation tests

for IV estimates and panel-data IV estimates

Theentry means that it is the third revision of the package (st0030_3), and the package
is discussed in detail in Stata Journal, volume 7, number 4 (SJ-7-4).

By left-clicking on the highlighted text st0030_3 onthe first line of the entry, you will
see a new window with title, description/author(s), and installation files for the package.
By left-clicking on the help files, you can obtain information on the commands. By left-
clicking on the (click here to install), you will install the files into an ado-directory.

1.12 Stata resources

For first-time users, [GS] Getting Started with Stata is very helpful, along with analyzing
an example dataset such as auto .d ta interactively in Stata. The next source is [U] Users
Guide, especially the early chapters.

1.13 Exercises

1. Find information on the estimation method clogit using help, search, findit,
and hsearch. Comment on the relative usefulness of these search commands.

2. Download the Stata example dataset auto.dta. Obtain summary statistics for
mpg and weight according to whether the car type is foreign (use the by foreign:
prefix), Comment on any differences between foreign and domestic cars. Then
regress mpg on weight and foreign. Comment on any difference for foreign
cars.

3. Write a do-file to repeat the previous question. This do-file should include a log
file. Run the do-file and then use a text editor to view the log file.

4. Using auto.dta, obtain summary statistics for the price variable. Then use the
results stored in r O to compute a scalar, cv, equal to the coefficient of variation
(the standard deviation divided by the mean) of price.
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5. Using auto.dta, regressmpgon price and weight. Then usethe results stored
in e () to compute a scalar, r2adj, equal to B’ The adjusted R? equals R —(1—
R?)(k—1)/(N —k), where N is the number of observations and k is the number of
regressors including the intercept. Also use the results stored in e () to calculate
a scalar, tweight, equal to the ¢ statistic to test that the coefficient of weight is
zero.

6. Using auto.dta, define a global macro named varlist for a variable list with mpg,
price, and weight, and then obtain summary statistics for varlist. Repeat this
exercise for a local macro named varlist.

7. Using auto.dta,use a foreach loop to create a variable, total, equal to the sum
of headroom and length. Confirm by using summarize that total has a mean
equal to the sum of the means of headroom and length.

8. Create a simulated dataset with 100 observations on two random variables that
are each drawn from the uniform distribution. Use a seed of 12345. In theory,
these random variables have a mean of 0.5 and a variance of 1/12. Does this
appear to be the case here?



